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Using the National Center for Atmospheric Research/National Centers for Environmental Prediction (NCAR/NCEP) reanalyses
and the daily Pacific North American (PNA) index values from the Climate Prediction Center from 1 January 1950 to 31 December
2016, the utility of the Bering Sea Rule (BSR) and the East Asia Rule (EAR) formaking forecasts in the two-to-four-week time frame
for the central USA region is examined. It is demonstrated using autocorrelation and Fourier transforms that there may be a degree
of predictability in this time frame using the PNA, another teleconnection index, or some variation of them. Neither the BSR nor
EAR based forecasts showed skill over climatology in the traditional sense, but using signal detection techniques these indexes were
skillful at predicting the onset of anomalous temperature conditions (greater than two standard deviations) in the central USA.The
BSR generally produced better results that the EAR and formulae for each index are proposed. Three case studies demonstrate the
efficacy of these indexes for forecasting temperatures in the central USA. Then, it is proposed that the success of these indexes is
likely due to a strong, quasistationary, and persistent Rossby wave train in the Pacific teleconnection region.

1. Introduction

Short- and long-range weather forecasting have improved
dramatically over the years (e.g., [1–4]). Short-range forecasts
are routinely issued for as long as seven to ten days. Long-
range forecasts are issued routinely at least once a month for
30- and 90-day periods for more than a year in advance [5].
Short-range forecasting is an initial value problem performed
within the framework of the primitive equations whether
the forecasts are made using observations or with the aid
of numerical models. Long-range forecasting (LRF) is a
boundary value problem that relies on a variety of methods
for their construction including statistical methods (e.g., [1,
2]). A list of methods used in LRF include persistence, model
of the day, contingency, analogues, or more sophisticated

statistical methodologies, and even numerical models. There
are also medium range products available through the CPC
in the 8–14-day range [6].

Dynamic weather forecasting using numerical models
can be done reliably out to approximately seven days but has
an absolute limit of about 10–14 days [7, 8]. This limit is a
function of the size and rotation rate of the planet as well
as the gasses that make up our atmosphere. Limitations for
dynamicweather are due also to the lack of data, knowledge of
the physical processes, and measurement error (e.g., [9, 10]).
Error in the initial and/or boundary conditions can render
model forecasts useless in as quickly as a few days [8], or
alternatively two forecasts with slight difference in the initial
conditions could evolve in radically different ways over the
course of time (e.g., [11, 12]). This problem is referred to
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as sensitivity to the initial conditions (SDOIC). One way
to mitigate SDOIC or qualitatively evaluate this problem is
ensemble forecasting, and these products have been available
routinely for more than two decades [13–15].

Forecasting beyond two weeks can be made dynamically
in order to provide statistical guidance [5, 6]. However, in
some cases, daily forecasts available to the general public are
published up to 45 or even 90 days in advance. Forecasts
in the three-to-four-week time frame have been developed
recently and CPC makes this experimental product available
for use to the community [16]. Traditionally, there have not
been forecasts available for this particular time period.

The Bering Sea Rule (BSR) and East Asia Rule (EAR) are
two observationally based teleconnections used by weather
forecasters. The former was introduced in 2011, while the
latter has been used since at least the 1940s. Both are based
Pacific Ocean region teleconnectivity defined statistically by
[17]. For example, the Pacific North American (PNA) pattern
is associated with four centers of action manifest as an
alternating trough-ridge pattern from the Central Pacific to
the East Coast of the United States. A ridge-trough pattern
from west to east over North America is referred to as a
positive PNA configuration, while the opposite pattern is a
negative PNA. Occasionally, PNA patterns with more than
four centers of action are found over the region (e.g., [18, 19]).
Teleconnection is thought to be the result of downstream
propagation of Rossby wave activity in the North and South
Pacific basins (e.g., [20, 21] and references therein). The
Bering Sea Region is close to one of the teleconnective centers
in the PNA [16], which may allow this rule to be a useful
indicator of weather downstream.

Atmospheric blocking, which generally persists for seven
to ten days, has also been associated with downstream influ-
ences on North America’s weather (e.g., [22–24]). Blocking
can have a substantial impact on the conditions over a region
for an entiremonth or even a season asmany researchers have
demonstrated (e.g., [22–30]). Blocking in the East Pacific
Ocean Basin is generally associated with a trough over the
middle part of the USA (e.g., [22, 30]), and a dramatic recent
example occurred during November 2014 to be studied here.
Also, [31, 32] demonstrated the influence of sea surface tem-
peratures associated with El Niño and Southern Oscillation
(ENSO) on the predominant temperature and precipitation
regimes of the centralUSA.Additionally, [32] showed that the
temperature and precipitation regimes of the Central United
States are modified by longer-term variability such as the
Pacific Decadal Oscillation (PDO).

Thus, the goal of this research is to demonstrate the utility
of the BSR and/or the EAR and show that they have statistical
value beyond climatology for prediction of temperature in
the period of 7 to 30 days for the United States. This skill
is especially measurable in forecasting events that were two
or more standard deviations above or below climatology.The
construction of both the BSR and EAR Indexes is based on
PNA region teleconnectivity, which will be demonstrated in
Section 4. Further, this work will show that Pacific Region
blocking has a strong correlation to weather and climate
in the middle part of the USA, via the impact on the
teleconnection patterns in the PNA region, supporting earlier

work (e.g., [27, 29, 31, 32]). Finally, case studies will be
presented in order to demonstrate the use and capabilities of
these indexes. We will also demonstrate that there is a strong
degree of autocorrelation in the two-to-four-week time frame
by examining the PNA index. Section 2 will define the BSR
and EAR and show the data andmethods used, and Section 3
will examine the teleconnectivity in the PNA region and
blocking. Section 4 will demonstrate the skill of the BSR and
EAR, propose an index, examine case studies, and provide a
discussion of the results.

2. Data and Methods

2.1. Data. The data used for this research comes from
a variety of sources, including the National Centers for
Environmental Prediction/National Centers for Atmospheric
Research (NCEP/NCAR) reanalyses [29]. We also used
the National Climactic and Data Center (NCDC) climatic
information (teleconnections and climatological information
such as surface temperatures). The NCEP/NCAR reanalysis
data used were the 500 hPa height fields on a 2.5∘× 2.5∘
latitude/longitude grid four times daily from 1948 till present.
The daily PNA index information was also available through
the Climate Prediction Center (CPC) website (derived from
the NCEP/NCAR reanalyses) from 1 January 1950 to 31
December 2016 (a 67-year period).

2.2. Methods and Definitions. The BSR uses 500 hPa heights
observed in the Bering Sea Region and three points in the
USA, which show strong correlation to each other. This
means low 500 hPa height anomalies in the Bering SeaRegion
occurring concurrently with low 500 hPa height anomalies
at the three points in the USA or high 500 hPa height
anomalies in the Bering Sea Region occurring concurrently
with high 500 hPa height anomalies in the USA. In the
USA, the low 500 hPa height anomalies would be associated
with colder than normal surface temperatures, and the high
500 hPa height anomalies would be associated with warmer
than normal surface temperatures (e.g., [17, 18]). These three
points are in southern Utah, Western MO, and near Long
Island, using a similar methodology to [17]. The primary
correlation time period is for two to four weeks. The EAR
correlates 500 hPa heights in East Asia to these same points
in the USA, and the primary time scale for this index is one
to two weeks. Initially, a value for BSR and EAR was not
calculated. They were examined qualitatively by identifying
the concurrent existence of positive (negative) anomalies in
each region. The formula for each and a rationale for their
development will be proposed in the results section.

The forecast verification method was based on the meth-
ods used in [3] and borrowed from [31] and can be described
as a skill score. The formula is

Skill = (Forecast − Base)
(Verification − Base)

, (1)

where “base” is a baseline forecast typically climatology or
some other benchmarks. “Forecast” is the projected value.
Then both are converted into a point system based on
the difference from “verification” (observed variable). For
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Table 1: The contingency table for BSR and EAR forecasts of 2𝜎 events and observations.

Observed (below)/forecast (right) Yes No
Yes 𝑋 𝑌

No 𝑍 𝑊

example, from [3] and using temperature information in (1),
a forecast within +/−2∘F of the observed was considered
perfect (2 points). A forecast within +/−2 to +/−4∘F was
given 1 point, and 0 was given to forecasts outside the 4∘F
range.Herewemodified this scoring systemby awarding two,
one, and zero point(s), respectively, for a forecast that was
within one, one to two, or more than two monthly standard
deviation(s) (𝜎), respectively, away from observations. This
scoring procedure is similar to that used by [27] for seasonal
predictions. Here, climatology is the “base” forecast.

The EAR and BSR temperature forecasts were initially
tested using a 7–11- and 17–21-day forecast, respectively. A
quick analysis (August 2013–November 2014, not shown)
demonstrated that the skill scores for the BSR and EAR
forecasts were similar for the 16-month period as well as
within each season (not shown). Thus, initially it appeared
that neither method added value over climatology. Also, each
method produced a similar number of perfect forecasts (two
points, 27 BSR, 24 EAR, and 21 climatology, resp.) and busted
forecasts (zero points, 16 climatology, 17 BSR, and 18 EAR,
resp.). Thus, it is apparent that climatology is difficult to
improve upon since temperature data is normally distributed.
A forecast based on climatology in theory would result in a
theoretical score of 1.63 out of 2.00 points (2 points, 1 point,
and 0 points for 68%, 27%, and 5% of forecasts, respectively).

However, anecdotal evidence indicated that the BSR and
EAR performed well when the observed temperatures were
greater than 2𝜎 from the normal, and a longer study period
of BSR and EAR forecasts is shown in Section 4. Scoring
these forecasts based on skill as shown in (1) only may not
be the correct way to demonstrate value beyond climatology.
This, however, does not preclude forecast improvement via
dynamical forecasting. Additionally, forecasts that involved
one point scored (1-2 𝜎) can be considered partial successes,
but there are more contingencies that would fit into this type
of analysis.

Thus, (signal) detection theory was borrowed from the
National Weather Service and others, typically used in short-
range forecasting of severe weather occurrence (e.g., [33]). It
is based on a contingency table for weather events forecast
and observed (e.g., [34] and Table 1). Using this methodology
will allow for the scoring of the BSR and EAR versus
climatology, demonstrating value in abnormal (2𝜎) weather
conditions. From signal detection theory (Table 1), 𝑋 is the
number of 2𝜎 events thatwere forecast correctly and occurred
(two points), and 𝑌 is the number of events not forecast but
did occur (zero points, no BSR or EAR anomaly). The value
𝑍 is the number of forecasted events that did not occur (zero
points, BSR or EAR anomaly of the wrong sign), and 𝑊 is
the number of events that did not occur and not forecast
(two points) (Table 1). Here we calculate forecast success or
probability of detection (POD, (2a)), false alarm rate (FAR,

(2b)), success ratio (SRO, (2c)), critical success (CSI, (2d)),
correct negatives (CRN, (2e)), failures (FFR, (2f)), and Bias
(BIAS, (2g)):

POD = 𝑋
(𝑋 + 𝑌)

, (2a)

FAR = 𝑍
(𝑋 + 𝑍)

, (2b)

SRO = 𝑋
(𝑋 + 𝑍)

, (2c)

CSI = 𝑋

(𝑋 + 𝑌 + 𝑍)
, (2d)

CRN = 𝑊
(𝑊 + 𝑌)

, (2e)

FFR = 𝑌
(𝑊 + 𝑌)

, (2f)

BIAS = (𝑋 + 𝑍)
(𝑋 + 𝑌)

. (2g)

In order to determine whether the BSR or EAR 2𝜎 forecasts
produced signal above the background noise, the sensitivity
index (𝑑󸀠) is used to determine whether there is separation
between the distribution of the signal and the noise [35, 36].
If the value of value of (𝑑󸀠) is zero or very low then the signal
cannot be detected readily above the noise and the result is
pure chance. Then (𝑑󸀠) is calculated as follows [36]:

𝑑󸀠 = 𝑧 (POD) − 𝑧 (FAR) , (3)

where 𝑧 (POD) and 𝑧 (FAR) are the 𝑧-scores that correspond
to the probabilities associated with POD and FAR. This will
result in a measure of statistical significance.

2.3. Blocking Definition. The definition of a blocking event
used here can be found in [23] and references therein, and
all Northern Hemisphere events occurring since 1 July 1968
are archived at [37]. Many studies have used this definition,
and one of the latest is [29]. We use block occurrence and
days here and the definition is described briefly as in [38].
The blocking criterion was initially developed in [39] and
modified to be automated by [23]. This criterion determines
an onset and termination times for each blocking event using
the 500 hPa height maps, and each event was subdivided into
onset, intensification, maintenance, and decay stages (e.g.,
[25, 26, 39]). Onset is the period before the block formation,
while intensification (decay) is represented by a general
increase (decrease) in center point 500 hPa height values.
Maintenance is represented generally by periods where the
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Figure 1: The autocorrelation of the PNA index from (a) 1 January 2012 to 31 December 2013 and (b) from 1 January 1955 to 31 December
1956.

magnitude of the center point time evolution is close to zero.
In brief, these studies employ a combined and extended set
of conditions set forth earlier by the subjective definition of
[40] and the objective criterion of [41]. An event had to persist
for five or more days [41], however, rather than ten days as
proposed by [40]. Lastly [23] defined the Pacific (Atlantic)
Region as the area bounded by 140∘E–100∘W (80∘W–40∘E).

2.4. Teleconnections. The definitions for the teleconnections
examined herewere identical to thework of [17] or definitions
found on the NWS and CPC websites. Here we examined
the East (West) Pacific Oscillations (EPO [WPO]), the North
Pacific Oscillation (NPO), the PNA, the North Atlantic
Oscillation (NAO), and the Arctic Oscillation (AO) and
extracted the information. All correlations statistics were
tested for significance using standard methods, which can be
found in any elementary statistics textbook [e.g., [42]]

Finally, in order to determine if there was predictability
in the PNA index time series, autocorrelation was performed
by lagging the PNA index by as much as 130 days for two-
year periods from 1 January 1950 to 31 December 2016.
Autocorrelation can be used in order to test for chaotic or
cyclical behavior in a data set (e.g., [43]) and has been used
in other disciplines such as economics (e.g., [44]). If a system
has limited predictability, then the autocorrelation will fall
to zero with further lag times and remain there. If there is
cyclical behavior, autocorrelation will increase near the time
scale of the forcing function. Additionally, the entire time
series for the PNA index was decomposed using Fourier
series in order to isolate significant power in the time series.

3. Analysis of Pacific Region Teleconnectivity

3.1. 500 hPa Height Periodicity. The PNA index derived from
the 500 hPa height field using autocorrelation for two-year
periods from 1950 till present was tested for periodicity and a
representative sample is shown in Figure 1(a) (2012-2013).The

autocorrelation falls rapidly to near zero, but then increases
around 20 and 34 days. There is also a strong nonzero peak
found in the 50–55-day period. Examining all other biennial
time periods in the 67-year data set revealed that these
graphs were all similar in form but that the peaks may be of
different amplitude or shifted to a longer or shorter period
(Figure 1(b)). While this test hints at limited predictability
in the three-to-four week time frame and beyond, this test
by itself cannot identify recurrence. Additionally, the periods
shown in Figure 1 are a small segment of the climatological
record for the PNA region.

Next, the time series of the daily PNA index for the entire
67-year period was converted to wave space using Fourier
decomposition (Figure 2). The entire set of wave numbers is
shown here, but the time period in question in highlighted.
The spectral decomposition shows peaks at several wave
numbers, and the period can be determined by dividing the
wave number of the spectral peak by the length of the data set.
For example, in addition to spectral peaks associated with the
annual cycle there were strong peaks around wave numbers
505, 570, and 610, corresponding to a period of about 47,
42, and 39 days (Figure 2). These peaks probably correspond
to a quasistationary Rossby wave train (e.g., [20, 45–47]) or
Kelvin waves associated with the Madden Julian Oscillation
(MJO) and the midlatitude jetstream (e.g., [48, 49]). The
analysis here cannot determine if the peaks identified above
are forced by which process. It is more likely the same peak
whose period may be modulated by the annual cycle, ENSO,
PDO, MJO, or climate trends. The latter may be the case
when testing different parts of the 67-year time series using
autocorrelation. It is conceded that further analysis would be
needed to verify this assertion.

The two-to-three-week period of interest is shown in Fig-
ure 2(b), which shows wave numbers 1000 to 1500 (waves (67
year−1)) on the abscissa, and these correspond to periods of
24 to 16 days. There are statistically significant spectral peaks
found near 1040–1060 (waves (67 year−1)), in the 1140–1170
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Figure 2: The spectral decomposition of the (a) entire 67-year time series of the PNA index and (b) a subset for 1000–1500 waves
corresponding to our time frame.The abscissa is wave number 1000 to 1500, and the ordinate is spectral power. The (a) green dashed and (b)
blue dotted lines are the 95% confidence level using a red or white noise spectrum, respectively.

Table 2: A list of variables that correlate to Pacific or Atlantic Region monthly blocking occurrences and days at three different levels of
statistical significance from January 2011 to December 2016.

(a)

Variable Correlation to Pacific blocking Correlation to Pacific blocking days
At 99% confidence level (>|0.28|)

West Pacific Oscillation −0.34 −0.35
Midwest monthly temperature anomaly −0.32 −0.39

At 95% confidence level (>|0.20|)
Atlantic Region blocking 0.25 0.24

At 90% confidence level (>|0.16|)
None

(b)

Variable Correlation to Atlantic blocking Correlation to Atlantic blocking days
At 99% confidence level (>|0.28|)

West Pacific Oscillation −0.34 −0.35
At 95% confidence level (>|0.20|)
Pacific Region blocking 0.25 0.24
NAO 0.20 0.27

At 90% confidence level (>|0.16|)
Midwest monthly temperature anomaly None −0.19
PNA 0.16 0.16

(waves (67 year−1)), and 1290 (waves (67 year−1)), which
correspond to 23, 21, and 19 days, respectively. This analysis,
combined with the autocorrelation, hints at predictability in
the two-to-three-week time scale.

3.2. Blocking. All blocking events and blocking days in the
Pacific Region andAtlantic Regionwere compared over a six-
year period from 1 January 2011 to 31 December 2016 with
various teleconnection indexes and the monthly temperature
and precipitation anomalies. This analysis was done not to
establish the connection between theNorth Pacific andNorth
American weather, which has been shown by many studies
([17–25, 27, 29–32]), but to establish the strength of these
teleconnections within the latest six-year period. A list of
the teleconnections and monthly temperature correlating to
Pacific or Atlantic blocking are shown in Table 2. Pacific
Region blocking correlated strongly with the Pacific Basin
teleconnection patterns as expected (see Table 2) and central
US temperature anomalies. Atlantic Region blocking also
correlated with central US temperatures (e.g., [50]) at the

90% confidence level. The lack of significance for monthly
precipitation anomalies might be expected as these can be
influenced bymore localized factors as well as large-scale flow
regimes. In general, the occurrence of Pacific Region blocking
correlated with cooler conditions in the Midwest as shown
in some previous studies [27, 29, 30], and this is especially
marked in the cold season [30].

Additionally, other teleconnections were significantly
correlated during this six-year period and these are NAO and
EPO (negatively at the 99% confidence level) and theAOwith
the PNA and EPO (negatively at the 95% confidence level).
Thus, there is a strong connection between general circulation
features over the PacificRegionwithweather and climate over
the Midwest region as shown previously by many others. An
example of the impact of Pacific Region blocking onMidwest
region weather can be demonstrated here. The onset of a
strong Pacific Region blocking event on 5 November 2014
encouraged forecasts of cooler than normal temperatures for
the remainder of November in the Midwest Region. This
blocking event persisted until 17 November. However, even
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Table 3: As in Table 1, except for the outcome of BSR/EAR/climatology forecasts.

Observed (below)/forecast (right) Yes No
Yes 108/83/0 23/53/174
No 43/38/0 237/237/237

Table 4: The calculated performance indicators from (2a)–(2g) for the BSR, EAR expressed as a percentage (times 100) for all events, and
then cold events/warms events only.

(a)

All events BSR EAR Climatology
POD 82.2 61.0 0.0
FAR 28.9 31.4 N/A
SRO 71.1 68.6 N/A
CSI 60.9 47.7 0.0
CRN 91.2 81.7 57.7
FFR 8.8 18.3 42.3
BIAS 115.5 89.0 0.0

(b)

Cold/warm events BSR EAR Climatology
POD 78.0/85.2 58.2/63.0 0.0/0.0
FAR 35.0/24.2 33.3/30.1 N/A
SRO 65.0/75.8 66.7/69.9 N/A
CSI 54.9/67.0 45.1/49.5 0.0/0.0
CRN 96.9/96.3 92.6/91.1 72.7/74.5
FFR 3.1/3.7 7.4/8.9 17.3/25.5
BIAS 120.0/112.3 87.3/80.1 0.0

in mid-October, the 30-day outlook projected a warmer than
normal November for the far Northern Tier of states [51]
and “equal chances” in the Missouri region. The outcome for
November 2014 was a temperature anomaly of −5∘ to −6∘F
below normal in the central USA. The onset and strength-
ening of this blocking event were not foreseen but were the
result of the development of Super Typhoon Nuri in the west
Pacific. Nuri became extratropical and deepened to about
924 hPa, which is the strongest North Pacific extratropical
cyclone on record. This cyclone strengthened considerably
an initially weak blocking event through the mechanism
proposed by [25, 26], or [39]. The strong blocking event then
forced strong troughing over North America during the week
of 10 November.

4. BSR and EAR Forecasts, Case Studies,
and Discussion

4.1. The Bering Sea and East Asia Rules. In order to examine
the BSR and EAR, forecasts weremade in the 17–21- and 7–11-
day time period for the central USA, a 54-month forecast
period for the BSR and EAR beginning with 1 January 2013
to 30 June 2017 was archived. This time period included
the cold winter of 2013-2014 [52] and expanded on earlier
work including the case studies below [53]. Thus, in order to
examine the value of the BSR and EAR during extreme events

relative to climatology, signal detection theory was used and
the results are shown in Tables 3 and 4.

The results demonstrated that the BSR in general was
more successful than the EAR (Table 3), but both showed
success in forecasting 2𝜎 events (174 total) of two days or
longer in duration. For the BSR, there were more correct
forecasts (108), than those that were not correct (66). The
EAR, however, scored correct forecasts for slightly less than
one-half of the events (83). These results were remarkably
consistent by season overall (not shown), but individual
seasons showed varying rates of success. For example, the
BSR was successful in forecasting nine of 11 extreme events
for spring 2017.

Table 4 analyzes the BSR, EAR, and climatology forecasts
more rigorously. The BSR and EAR show higher scores than
climatology in desirable categories (POD, SRO, CSI, and
CRN), but smaller FFR rates. The BSR scores were better
than the EAR scores and produced a smaller FAR and FFR.
This might be expected since the centers of action are closer
for the BSR than the EAR in spite of the larger forecast
range. Interestingly, the BSR and EAR both performed better
in forecasting of warm anomalies versus cold anomalies
(Table 4). Thus, the values in Table 4 suggest that both the
BSR and EAR outperform climatology for 2𝜎 events.

In order to test whether each index could capture the
signal above the noise, the sensitivity index (𝑑󸀠, (3)) is
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calculated here. For both the BSR and EAR, the POD was
larger than the FAR indicating that each index captures a
signal above the noise or that the detection of signal is not
due to chance. For the BSR, the 𝑑󸀠 was significant at the 90%
confidence level; however, the EAR significance did not rise
to that of standard levels tested, a negative outcome for this
index.When examining 𝑑󸀠 for the warm and cold BSR events,
the detection of warm events was significant at the 95%
confidence level. For detecting cold events, the significance
of the BSR was just below the 90% confidence level.

4.2. The BSR and EAR Formulae. Here we propose tele-
connection index formulae for the BSR and the EAR in a
manner similar to [17]. They [17] proposed a West Pacific
Oscillation (WPO) teleconnection based on the 500 hPa
height difference between 60∘N and 30∘N along the 155∘E
meridian. This index would be negative under most cir-
cumstances, but positive when there was blocking in that
sector. This index is useful for diagnosing the strength of
the Aleutian Low [17]. The well-known PNA index [17] is
associated with four centers of action, two each in the Central
Pacific (the northern one at 45∘N 165∘W) and two over North
America (including the Southeast United States at 30∘N
85∘W). A similar 500 hPa height correlation analysis to [17]
was performed here, but using only those stations that launch
upper air soundings routinely. The highest correlations were
found between 500 hPa heights at Shemya Island (52∘N and
174∘W) and 500 hPa heights at Springfield, MO (SGF) (37∘N,
93∘W) for the BSR. These locations are close to the two
positively correlating centers of the PNA index above, and the
500 hPa heights would be related to each other and to surface
conditions as described in Section 2.2 (e.g., [17, 18, 29–32]).
Thus, we propose a BSR Index (BSRI) as

BSRI = 1
2
(𝑧∗ (Shemya) + 𝑧∗ (SGF)) , (4)

where 𝑧∗ is the 500 hPa height anomaly at each location (m).
For the EAR, the highest correlations were obtained for

the 500 hPa heights at Seoul, South Korea (37.5∘N 127∘E), and
those at Nashville, TN (BNA) (36∘N and 87∘W). The Asian
center is close to the northern center of action of the WPO
near the Sea ofOkhotsk teleconnection center of action found
in [46] or [47]. The BNA station, like the SGF station, is
located near the Southeast USA PNA center of action. The
formula for the EAR Index (EARI) is

EARI = 1
2
(𝑧∗ (Seoul, South Korea) + 𝑧∗ (BNA)) . (5)

These formulae will be used in three case studies below. Since
these centers of action are positively correlated, a negative
(positive) index represents concurrent toughing (ridging) at
or near each location.

4.3. Three Case Studies

4.3.1. 28 April 2014: Severe Weather. On 28 April 2014, severe
weather occurred across the middle southeast USA and the
St. Louis, MO region. The Storm Prediction Center (SPC)

archived several reports of tornadoes (153), large hail (80),
and strong winds (229) (Figure 3(d)).The severe weather was
associated with a strong trough at 500 hPa located over the
plains states (Figure 3(c)) and was associated with a well-
developed low pressure at the surface. Examining the Bering
Sea Region about 20 days previously (8 April 2014) shows a
strong 500 hPa low near the Kamchatka Peninsula and the
Aleutians (Figure 3(a)). Table 5 confirms that the BSRI was
strongly negative at this time. Figure 3(c) shows a trough
in the Bering Sea Region on 28 April, a little east of the
trough that was there in Figure 3(a), as well as a negative
BSRI (Table 5). Thus there is an approximately two-to-four-
week cycle in the PNA index as demonstrated in Section 3.
This case is a successful example of the BSR(I) forecast. About
eight days before the 28 April event, a weak low was located
over East Asia (Figure 3(b)) which corresponds to thewestern
EAR center and ridging over the central USA. In this case, the
BSR(I) performed better than the EAR(I) at 20 days, but the
EAR(I) did not indicate troughing at around eight days.

4.3.2. November 2014: Typhoon Nuri. In early November
2014, Typhoon Nuri moved poleward in the western Pacific
becoming extratropical and deepening to 924 hPa as the
strongest North Pacific cyclone ever [53]. This was reflected
in the 500 hPa height field as a strong low over the western
Bering Sea (Figure 4(a)) during the 8–10 November 2014
period. This cyclone was upstream of a weak blocking
event, which had onset at 1200 UTC 5 November at about
170∘W (see [54]). The cyclone interacted with the blocking
event, strengthening the block through the same mechanism
involving upstream cyclones as shown in [22, 25] or [26].
This blocking event induced persistent troughing over North
America, which was particularly strong in the middle of and
late in the month (Figures 5(b) and 5(c)). In this case, the
PNA pattern intensified strongly following the strengthening
of a Pacific Region surface cyclone and the blocking event
(Figure 4(a)) [53]. As stated in Section 3, temperatures
were below normal for the central USA for November, but
particularly during the middle and then again at the end
of November. During late November, there was also an
upstream trough in the Bering Sea Region (Figure 4(c)). The
BSRI and EARI were strongly negative in early and mid-
November, or at least close to zero in association with these
periods (Table 5). This indicated that the late November cold
event could be identified strongly (Figure 4(c)) in association
with the remnants of Nuri using both indexes from mid-
November as well (Table 5).This case represented the success
of both indexes [53].

4.3.3. Summer 2012: Heatwave. The previous two examples
featured a strong negative anomaly impacting the central
USA; however, the BSR (I) andEAR (I) can be used to indicate
positive anomalies as well. During the summer of 2012, the
central part of the USA endured a warm dry summer that
ranked among the top five hottest and driest of all time.
The summer season surface temperature was 3∘–5∘F above
the 30-year normal, and July temperatures were as much
as 5∘–8∘F greater than the long-term normal. The warmest
temperatures were observed from late June through early
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Figure 3: The 1200 UTC Northern Hemisphere 500 hPa height anomalies versus the 1981–2010 climatology for (a) 8 April 2014, (b) 20 April
2014, and (c) 28 April 2014, respectively, and (d) the Continental USA severe weather reports. The contours in (a), (b), and (c) are every 30
(m).

Table 5: The BSRI (m) and EARI (m) calculations for each case study and corresponding to the maps shown in Figures 3–5.

Dates BSRI EARI
28 April 2014: severe weather

1200 UTC 8 April 2014 −111 −63
1200 UTC 20 April 2014 +107 +47
1200 UTC 28 April 2014 −8 −9

November 2014: Typhoon Nuri
1200 UTC 8–10 November 2014 −120 +1
1200 UTC 16 November 2014 −100 −33
1200 UTC 25–27 November 2014 −15 −55

Summer 2012: heatwave
1200 UTC 6–16 June 2012 +38 −13
1200 UTC 20–30 June 2012 +40 +28
1200 UTC 26 June–6 July 2012 +38 +27
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Figure 4: As in Figures 3(a), 3(b), and 3(c), except for (a) 8–10 November 2014, (b) 16 November 2014, and (c) 25–27 November 2014.

July, when maximum temperatures were greater than 36∘C
during the period of 26 June to 7 July 2012 in the central
USA. In this case, eleven-day composites are shown since
500 hPa height anomalies during the hottest part of the
summer were strongly positive over the middle of the USA
with the strongest positive anomalies located over thewestern
Great Lakes (Figure 5(c)).Three weeks previously, there were
weakly positive height anomalies located over the East Asia,
the Bering Sea, and central USA region (Figure 5(a)). The
BSRI and EARI were also positive at this time (Table 5).
Additionally, weak positive height anomalies were located
over all three regions during the ten-day period before the
extreme heat (Figure 5(b)). Note that in Figures 5(a) and 5(b),
the positive height anomalies are located further poleward
than those during the two cold season case studies discussed
above. Nonetheless, this represented a successful forecast by
both indexes for positive anomalies and a warmweather case.

4.4. Discussion. In this work, the BSR and EAR are shown to
be successful in forecasting anomalous (2𝜎) cold or warmth
in the central USA using statistics during a 54-month test

forecast period and case studies. While both the BSR and
EAR showed skill over climatology using signal detection
theory, only the BSR was able to extract signal from noise
at statistically significant levels. Then, following previously
published techniques, a BSRI and EARI were derived. The
work of [17] quantified connections between the flow regime
over the Pacific and North America using the 500 hPa height
fields and these have been noted qualitatively for a long time
in the literature going back at least 75 years. As far back
as 1940, [55] noted a negative correlation between sea level
pressure in the Aleutian region and the western USA. Later,
[56, 57] noted that there were strong correlations between the
North Pacific and Eastern USA flow regimes.

Our analysis in Sections 3 and 4 showing strong correla-
tions between blocking or theWest PacificOscillation (WPO)
and the temperature regime of the middle USA is not new.
However, what is new is that Section 4 demonstrates that
there may be utility in making forecasts for the continental
USA in the two-to-four-week time frame using the PNA
index as well as the BSRI and EARI especially for anomalous
events.
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Figure 5: As in Figures 3(a), 3(b), and 3(c), except for (a) 6–16 June 2012, (b) 20–30 June 2012, and (c) 26 June–6 July 2012 and a contour
interval of 20 (m).

As shown in Section 3, the PNA and WPO centers of
action (derived from the 500 hPa height field) showed a high
correlation to Midwestern monthly temperatures similar to
[29–32]. However, [18] demonstrated that the PNA centers
of action are not always located in the same regions defined
by [17] and more than four centers of action can be present.
Also, Figures 6–8 show the track of Rossbywaves propagation
in the 500 hPa height field using Hovmoller Diagrams, which
are commonly used for identifying stationary features such as
blocking; see [25, 26, 39]. Additionally, [45] demonstrated a
Pacific Region wave train showing centers of action between
East Asia and Bering Sea Region and North America. The
East Asia and Bering Sea Regions are generally close to the
location of the WPO and PNA centers of action identified
in Section 4.1, respectively. There is also a teleconnection
across the East Asia and Pacific Ocean Region found in the
upper air temperature fields as well (e.g., [47, 58]), purported
to be the result of Rossby wave propagation. Thus, we are
confident that there is a physical mechanism (quasistationary
Rossby wave trains) that may be responsible for long-range

predictability using a simple rule or index such as the BSRI
(EARI) whose centers are near two positively correlated PNA
centers (the north WPO and eastern PNA centers).

As shown in Section 2, the BSR and EARdo not show skill
above climatology in day-to-day forecasting. It is also argued
that climatology may be difficult to improve upon in long-
range forecasts. A forecast made using the BSR and EAR for
two to four weeks in advance would rely on the persistence
of a Rossby wave train over the Pacific North American
region in order to verify. The work of [39] demonstrated that
the duration and strength of blocking events are correlated
positively, as are these blocking characteristics to the strength
of upstream developing cyclones. Thus, it is not surprising
that, after the remnants of Nuri developed explosively, a
preexisting weak blocking event intensified (characterized as
“strong,” blocking index was 4.12 using the [23] definition)
which persisted for 12 days. The blocking event induced
troughing and colder conditions over North America during
November 2014 (e.g., [59]). Typhoon Nuri and the chain of
events that followed during November may have set the flow
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Figure 6: A time-longitude diagram for February–May 2014. The
dark lines represent the possible path for the propagation of Rossby
waves across the Pacific to North America via the BSR and EAR for
the April 2014 case.
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Figure 7: As in Figure 6, except for September to December 2014
and the Nuri case.
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Figure 8: As in Figure 6, except for April–July 2012 and the summer
heat case.

regime pattern for the entire winter of 2014-2015 over eastern
North America [52, 60] which was colder than normal
especially in the central USA and a harbinger of the repeat of
a colder winter like 2013-2014 [24] for 2014-2015. In the Nuri
case, this stronger, quasistationary, and more persistent flow
regime over the PNA region can be attributed to the BSR(I)
and EAR(I) success during November 2014. Additionally, the
predictability of extreme warm conditions found using the
BSR here is consistent with the results of anther recent study
showing a 15–20-day PNA pattern that precedes US heat
waves [61].

Thus, it is proposed here that a stronger and more
persistent flow regime/Rossby wave train over the Pacific and
North American region would be more conducive to the
success of the BSR(I) and EAR(I) and that these indexes are
useful for anticipating anomalous events. There is anecdotal
evidence that these methods are being used successfully by
forecasters in the private sector.

It was surprising that the EAR forecasts did not perform
better that the BSR based forecasts based on the verifica-
tion statistics. The BSR forecasts in the two-to-four-week
time frame are beyond the realm of large-scale dynamic
predictability [7, 8], while the bases for the EAR forecasts
(one to two weeks) are on the edge of this time frame. The
predictability of large-scale phenomena is generally accepted
to be at 10–14 days. The EAR time frame is also close to the
temporal predictability of blocking (e.g., [62]).
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However, a series of studies (e.g., [63–65]) demonstrated
that the predictability of blocking could be somewhat suc-
cessful beyond the limit of atmospheric dynamic predictabil-
ity as long as the underlying surface (sea surface temperatures
(SSTs)) was properly represented. This again suggests some
predictability at longer time-scales or the time scale of the
upper ocean. This same research group also demonstrated
that the prevailing seasonal flow regimes as represented by
height fields in the East Asia to North America region could
be linked to Pacific Region SSTs (e.g., [31, 32]).This long-term
predictability means that the BSR may outperform the EAR
as was found here.

5. Summary and Conclusions

This study examined the utility of the BSR and EAR for
extended outlooks in the 6–30-day time frame. Data sets
archived at NOAA, NCEP/NCAR, and CPC were used
primarily for this research. The results of this study are
preliminary, and further work should be done in order
to develop usable forecasting tools and a larger database
gathered for the evaluation of forecast performance statistics.
Additionally, the BSRI and EARI formulae were proposed for
use here, and three case studies including these calculated
index values were analyzed. As shown in Section 4, the BSRI
(EARI) simply used two of the action centers from the PNA
index (a WPO and PNA index action center) that correlated
positively with centers in the USA in general.

Examining the skill for the EAR and BSR derived from
the 500 hPa height fields over a 15-month period specifically
in the 7–11- and 17–21-day period, respectively, showed that
the results initially were consistent with climatology and
neither rule showed skill in the classic sense. However, an
examination of anomalous events (2𝜎 or greater) over a 54-
month period encompassing the initial period demonstrated
that both were able to forecast 2𝜎 temperature events in the
upper Midwest. Thus, signal detection theory, similar to that
typically used in synoptic and mesoscale meteorology, was
used in order to test the efficacy of the BSR and EAR for
detecting these extreme 2𝜎 events. Both methods demon-
strated utility in identifying these anomalous temperature
periods (POD); however the BSR was consistently higher
(lower) in those measures associated with positive (negative)
performance. The EAR scored higher in false alarm rate.
While both outperformed climatology and the sensitivity
index (𝑑󸀠) showed that only the BSRwas able to extract signal
from the noise at a statistically significant confidence level.

As expected, blocking in the North Pacific correlated
stronglywith teleconnections (theWPO)within ocean basins
over a six-year period of study. While Atlantic Region
blocking did correlate to central USA monthly temperature
anomalies, Pacific Region blocking correlated more strongly
(at the 99% confidence level) and even correlated to monthly
precipitation anomalies. As blocking is very difficult to
forecast more than a day or two in advance (e.g., [23]), the
occurrence of these events can result in monthly forecasts
that are busted as evidenced during November 2014. The
mid-October 30-day outlook projected normal to warm
conditions for the central USA. Strong blocking in the early

part of the month triggered by the remnants of Nuri led to
the strong cold wave in the central USA persisting for the last
two-thirds of the month.

In this study, the PNA index was used as a surrogate
for the 500 hPa height field in the Pacific Ocean and North
America Region. Autocorrelation of two-year PNA time
series from the period 1950–2016 showed cyclical behavior
in the PNA time series (lagged by up to 130 days). This test
suggested that there may be some predictability in the 16-
and 34-day time period, as well as a strong increase in the
autocorrelation peaking beyond this from 35–70 days. Then,
spectral analysis using 67 years of daily PNA index time series
showed that there were identifiable peaks with a period of 24
and 21 days.

The predictability implied by the two tests is likely due
to a long period Rossby wave as it propagates through the
PNA region on a great circle trajectory (e.g., [66]). Here,
three case studies were examined and showed about three-
week lag between a strong anomaly in the Bering Sea Region
and severe weather or very cold or very warm weather over
some portion of eastern two-thirds of the USA. In each case
study, the BSRI identified conditions over the central USA
successfully about three weeks in advance. Many studies have
shown interaction between the longer-period PNA pattern
and synoptic scale eddies (e.g., [67–69]). This is the scenario
in the Typhoon Nuri case study. A simple index like the BSR
or EAR, however, cannot take into account any changes in
the intensity of the PNA pattern, nor can the index take into
account periods when the PNA exists in an unusual phase or
configuration (e.g., [18]).However, the BSRdoes have forecast
skill for the occurrence of anomalous events above that of
climatology, and a simple BSR and EAR Indexes (BSRI and
EARI) were created for operational use by simply adding
the height anomalies at the action centers. The use of any
index such as the BSRI does include some interpretation by
the forecaster, and more information about using the BSR
and EAR operationally can be found at [70]. Finally, there
is anecdotal evidence from contacts that these methods are
being used successfully in the private sector.
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