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Various downscaling approaches have been developed to overcome the limitation of the coarse spatial resolution of general
circulation models (GCMs). Such techniques can be grouped into two approaches of dynamical and statistical downscaling. In this
study, we investigated the performances of different downscaling methods, focusing on East Asian summer monsoon precipitation
to obtainmore finely resolved and value added datasets.Thedynamical downscalingwas conducted by the RegionalModel Program
(RMP) of theGlobal/Regional IntegratedModel system (GRIMs), while the statistical downscaling was performed through coupled
pattern-based simple linear regression. The dynamical downscaling resulted in a better representation of the spatial distribution
and long-term trend than the GCM produced; however, it tended to overestimate precipitation over East Asia. In contrast, the
application of the statistical downscaling resulted in a bias in the amount of precipitation, due to low variance that is inherent in
regression-based downscaling. A combination of dynamical and statistical downscaling produced the best results in time and space.
This study provides a guideline for determining the most effective and robust downscaling method in the hydrometeorological
applications, which are quite sensitive to the accuracy of downscaled precipitation.

1. Introduction

Precipitation is the fundamental source of water to replenish
stored resources such as rivers, dams, and reservoirs and for
ground recharges. Therefore, it is vital to know when, where,
and howmuchwater is available at any given time for regional
water resource management that strives to minimize adverse
climate-related stresses in the near and distant future [1, 2].
To achieve the sustainable water management at a certain
region, the reliable precipitation forecasts with high-spatial
resolution are prerequisite for managing the water supply for
many reasons including domestic and agriculture use and
flood protection (e.g., [3–5]).

Advanced general circulation models (GCMs) that rep-
resent physical processes and feedbacks in the atmosphere,
ocean, land, and cryosphere can give credible forecasts of
climate condition at least at the continental or global scale
[6–10]. However, their performance of simulating regional
precipitation still does not satisfy the requirements of local
decision makers and practitioners [11–14]. To overcome this

limitation, climate downscaling has been widely investigated
in studies that have assessed the impacts of climate change
[15–19] and seasonal forecasting [20–23].

In the last two decades, the applicability of dynami-
cal downscaling has been considerably improved based on
advances in computing and physics parameterizations [24–
28]. These studies have reported that dynamic downscaling
with high-resolution models can improve the simulation of
the vertical motions of storms that are driven by topography
and convectional rainfall in complex terrain and conse-
quently result in a more accurate representation of regional
precipitation characteristics. A number of studies have eval-
uated the performance of regional climate models (RCMs)
to simulate climate in East Asia [29, 30]. However, the per-
formance of dynamic downscaling is extremely dependent
on the selection of RCMs and physics parameterization in
RCMs [14]. In addition, error propagation problems, such
as overcorrecting the noise of GCM simulations, can occur
when RCMs regard GCM’s biases as internal variability or
true boundary forcing [31]. For the parameters in which
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local processes play an important role, such as precipitation
or near-surface temperature, the internal variability can
grow large in a RCM [32]. These weaknesses of dynamic
downscaling have led to the continuous employment of
statistical downscaling or bias correction prior to using
dynamic downscaled information for application studies [33,
34].

Despite advances inGCM-simulated precipitation, down-
scaling as a postprocessing operation is necessary for applica-
tion assessments at relevant spatial scales [34].Therefore, one
of major issues is which downscaling approach will provide
the best spatially detailed precipitation. Therefore, this study
investigated the performance of different downscaling meth-
ods focusing on East Asian summer precipitation. We first
assumed that the GCM could reproduce as much accurate
spatiotemporal precipitation as the real observations, and
we then employed three different downscaling approaches,
dynamical and statistical downscaling and a combination of
both, and evaluated their performances based on the GCM as
reference.This study provides a guideline for determining the
most effective and robust downscaling method to use in the
application studies, which are very sensitive to the accuracy
of downscaled precipitation.

The remainder of this article is organized as follows: Sec-
tion 2 describes the GCM, observational data, and method-
ology used in this study. Section 3 compares the various
downscaling methods with several aspects of downscaled
precipitation. Finally, Section 4 summarizes the key findings
and presents conclusions of this study.

2. Data and Methodology

2.1. Observational Data. We assessed the performance of
the Perfect GCM and various downscaling methods on the
basis of the newly available gauge-based high-quality pre-
cipitation data from the Asian Precipitation-Highly Resolved
Observational Data Integration Towards Evaluation of the
Water Resources (APHRODITE’sWater Resources) [35].The
APHRODITE v1101 is a daily gridded precipitation dataset,
which is presently the only long-term, continental-scale,
high-resolution daily product. The dataset covers a period of
more than 57 years for monsoon Asia, the Middle East, and
northern Eurasia. It is available on 0.5∘ × 0.5∘ and 0.25∘ ×
0.25∘ grid meshes. It was created by collecting and analyzing
rain gauge observations from 5,000 to 12,000 stations across
Asia through the APHRODITE project, which represents
2.3 to 4.5 times the data made available through the Global
Telecommunication System (GTS) network. In this study, we
used 0.25∘ × 0.25∘ gridded data.

2.2. Perfect GCM. As mentioned in Section 1, state-of-the-
art climate models are still incomplete due to their coarse
resolutions, despite the fact that most extreme hydrolog-
ical droughts and floods happen on subgrid scales. Such
regional climate information can be obtained from coarse-
scale GCM products by employing dynamical and statis-
tical downscaling. In this study, the National Centers for

Environmental Prediction-Department of Energy (NCEP-
DOE) Atmospheric Model Intercomparison Project (AMIP-
II) reanalysis (R2) [36] was adopted as “Perfect GCM” to
avoid any other model problems such as inherent low pre-
dictability over mid-to-high latitudes, uncertainties in initial
values, and parameterization of unresolved subgrid scale
process. Note that the precipitation product from NCEP-
DOE reanalysis is model output and strongly depends on the
model physics. The data uses 2.5∘ × 2.5∘ latitude-longitude
global grid system. This GCM outputs are used in dynamical
downscaling as initial and lateral boundary conditions and
statistical downscaling as predictor.

2.3. DynamicalDownscaling. Dynamical downscaling is con-
ducted by the Regional Model Program (RMP) of the
Global/Regional Integrated Model system (GRIMs) [37].
Since the GRIMs has been originally designed for multipur-
pose such as weather prediction and seasonal forecasting,
it could be characterized by multiscale integration covering
global to regional climate and unified physics. The physics
schemes used in this study is the version 3.2 for GRIMs
physics package, which consists of Hong and Pan [38] for
deep convection, Hong et al. [39] for cloud microphysics,
Chou et al. [40] for longwave radiation, Chou [41] for short-
wave radiation, Hong et al. [42] for vertical diffusion physical
parameterization, and the National Centers for Environ-
mental Prediction (NCEP), Oregon State University, US Air
Force, National Weather Service Office of Hydrologic Devel-
opment (NOAH) land surface model [43, 44]. It has been
demonstrated that the GRIMs-RMP could be a better tool to
understand theAsianmonsoon precipitationmechanism [45,
46].

2.4. Statistical Downscaling. The products from the Perfect
GCM and dynamical downscaling can be statistically down-
scaled based on the coupled pattern selection and projection
[47]. Coupled patterns represent the relationship between
local precipitation and the variation of large-scale pattern.
The pattern projection is thus based on the premise that
the large-scale pattern can be well simulated by dynamical
models and that local precipitation forecasts may be retrieved
from the information in the coupled pattern as a proper
transfer function.The coupled pattern is selected by scanning
a moving window over the globe (for Perfect GCM) and
the domain of dynamical downscaling. The optimal window
of coupled pattern is defined by the area in which the
correlation value between predictand and predictor is the
highest. The 850 hPa wind components from Perfect GCM
and precipitation from dynamical downscaling results are
used as predictors for statistical downscaling.

2.5. Experimental Design. Theperformance of various down-
scaling methods was evaluated by comparing the results
of several downscaling-based experiments. Figure 1 shows
the schematic diagram representing the adopted methods
of data processing. First of all, the difference in perfor-
mance between dynamical (hereafter “DYN”) and statistical
(“STA”) downscalings obtained by directly using outputs of
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Figure 1: Experimental design used in this study.

the Perfect GCM was studied. The other experiment was a
hybrid dynamical-statistical downscaling method, in which
the precipitation data with 25 km resolution was obtained
by statistically downscaling the precipitation products from
dynamically downscaled precipitation with 50 km resolution
as predictor (“HYB”). The common analysis domains for all
experiments were 113∘–142E∘ and 23∘–46N∘. Three downscal-
ing experiments are conducted for 29 summers (June-July-
August) from 1979 to 2007.

3. Results

Figure 2 shows the 29-summer mean precipitation from the
observations, the Prefect GCM, and the three downscal-
ing experiments. Due to coarse resolution, the GCM data
could not reproduce local maxima in Japanese Archipelago
and South Korea (Figures 2(a) and 2(b)). In addition,
precipitation was overestimated in southeastern China and
Manchuria. It implies that GCM could not resolve mesoscale
phenomena such as precipitation because many important
topographic features were missing. For example, the land/sea
was approximated and the geographical shape of the Korean
peninsula and Japan could not be conveniently captured at
the adopted resolution. The dynamically downscaled field,
with a 25 km horizontal resolution, represented a finer
distribution of precipitation than the GCM. Although the
DYN tended to overestimate the amount of rainfall over the
land, the overall regional patterns of precipitation were well
reproduced (Figure 2(c)). Statistically downscaled precipi-
tation from the Perfect GCM simulated a similar rainfall
distribution to that of observation (Figure 2(d)). The hybrid
dynamical-statistical approach produced a very similar spa-
tial pattern to the observation with spatial correlation of 0.99
(Figure 2(e)).

In terms of the spatial correlations between the observed
and downscaled seasonal mean precipitation, the STA gen-
erally had a higher correlation than the DYN except for

1991, 1994, and 1999 (Figure 3(a)). It was mainly due to
the overestimated precipitation in the DYN (Figure 3(b)).
While statistical downscaling represented the climatological
rainfall amount and its spatial distribution well, dynamical
downscaling followed the observed interannual variation
(Figure 3(b)). However, the DYN exceeded the observed
amount, which was due to error propagation from GCM to
RCM (see Introduction). The spatial correlation of the HYB
was superior to that of the STA during the 29 summers
(Figure 3(a)). In addition, the hybrid dynamical-statistical
approach reduced the wet biases shown in the DYN (Fig-
ure 3(b)). Compared to the STA (i.e., the application of
the statistical downscaling only), the HYB can improve the
reproduction of year-to-year variation and was closer to the
observation. The temporal correlation of the HYB was
improved to 0.71 (from 0.1 for the STA).

Figure 4 is a box plot of the observed precipitation and
the precipitation simulated by various experiments during
the 29 summers. Box plots are generally used to illustrate the
dataset’s statistics with a wide range of variation [48]. The
box represents the interquartile range and contains 50% of
the data; the upper edge of the box represents the 75th
percentile, while the lower edge is the 25th percentile. The
horizontal lines within the box are the median. The whiskers
extend out to 1.5 times the interquartile range of the data.
Values beyond those points are identified as outliers and
marked in closed circle. There were overestimations in the
total precipitation amount simulated by the GCM and DYN
(consistent with previous results).Themedian of the STA and
HYB was close to that of observation. The variance of the
STA was too low to reproduce the interannual variability
shown in the observation, while the DYN simulated excessive
precipitation than the observed amount. The combination of
the DYN and STA resulted in improved performance.

To compare the performance of the simulations in repro-
ducing the anomalous characteristics for wet and dry sum-
mers, a composite analysis was undertaken in Figure 5. Based
on the observed precipitation anomaly (see Figure 2(b)), we
categorized six wet summers in 1993, 1995, 1996, 1998, 1999,
and 2006 and five dry summers in 1981, 1986, 1988, 1989, and
1992. Rainfall maxima were observed over monsoonal rain
bands extending from the northeast of south China to the
south of Japan in both in wet and dry years (Figure 5(a)).The
patterns of precipitation in the GCM were much smoother
than the observation due to a coarser resolution (Figure 5(b)).
The GCM produced excessive precipitation over south China
but less over South Korea and Japan. The DYN tended to
overestimate precipitation over East Asia in both wet and
dry years, which resulted in much wetter simulated condi-
tions than in the observations (Figure 5(c)). Compared to
observations, the STA produced less precipitation in the wet
years but more precipitation in the dry years (Figure 5(d)).
This resulted in drier conditions in the composite difference.
The HYB simulated similar rainfall distribution to the STA;
however, it wasmuch closer to the observations (Figure 5(e)).
For example, the rainfall maxima over south China and the
KoreanPeninsula inwet years had similar spatial patterns and
rainfall amount to the observations.
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Figure 2: The 29-summer mean precipitation (mm/day) of (a) observation, (b) Perfect general circulation model (GCM), (c) dynamical
downscaling (DYN), (d) statistical downscaling (STA), and (e) hybrid dynamical-statistical downscaling (HYB).
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(mm/day) averaged over East Asia (113∘–142E∘, 23∘–46N∘) from 1979
to 2007 summer.

Finally, we investigated how well the temporal variation
of experimental results matches the observations in indi-
vidual subregions in terms of the correlation, root mean-
square error (RMSE), and the ratio of variance. The results
are summarized as Taylor diagram in Figure 6 [49]. The
analyzed domain was divided into four subregions: South
Korea (125∘E–130∘E, 33∘N–38∘N), northern China (113∘E–
131∘E, 40∘N–46∘N,), southern China (113∘E–123∘E, 23∘N–
38∘N), and Japanese Archipelago (131∘E–141∘E, 30∘N–42∘N).
The standard deviations of the observed precipitation in
South Korea, northern China, southern China, and Japan
were 2.15, 0.82, 1.54, and 2.26, respectively. Normalized
standard deviations of the GCM, DYN, STA, and HYB were
represented by ratios to theOBS.TheDYN tended to simulate
higher values than the other experiments. In particular,
the amount of precipitation over the in-land area of China
simulated by RCM (orange and red, number 2) was more
exaggerated than in the GCM (number 1). It implies that
the bias of GCM can occasionally be amplified in the RCM,
but not by simply transferring the bias. The application of a
statistical downscaling caused a reduction in variation, which
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8

Figure 4: Box plot of precipitation for 29 summers.

results in lower standard deviation of the STA and HYB.
The correlation for the STA was lower due to its smaller
variance in subregions.TheGCM,DYN, andHYBhad higher
correlations, with the value over 0.6. The HYB had the best
performance for simulating the temporal variation andRMSE
of precipitation in south China and north China.

4. Concluding Remarks

Precise and finely resolved climate information is needed for
hydrological applications, such as water resource manage-
ment. Although there is the Perfect GCM output available,
downscaled information is much more useful than the
direct output of the GCM results due to the scale issue.
Simply interpolating or downscaling coarse to fine resolution
data cannot guarantee the better results. Therefore, a well-
designed and well-validated downscaling strategy is very
important. In this study, two typical downscalingmethods for
East Asian summer precipitation prediction were assessed.
Both the DYN and STA produced a better representation of
the regional precipitation distribution over East Asia than
the GCM. However, the DYN has a limitation in simulating
the amount of precipitation over time and tends to overes-
timate it particularly for major East Asia summer monsoon
region, southeast China, Korean Peninsula, and Japanese
Archipelago. It is widely known that most dynamical models
are suffering from the exaggeration of rainfall amounts over
land [50, 51]. In contrast, the STA had smaller interannual
variability than the observations. The STA adopted in this
study is regression-based downscaling method, which brings
low variance [52]. A new hybrid dynamical-statistical down-
scalingmethod was thus applied.The combined downscaling
approach produced the best results in time and space. In
particular, theHYBwas better at detecting extreme cases, wet
and dry summer monsoon years, and reproducing regional
rainfall distribution over southern and northern China,
South Korea, and Japan.

The results presented indicate the relative role of each
downscaling method. It is well known that the dynamical
downscaling captures regional forcings such as complex
orography and land-sea contrast and produces physically
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Figure 5: Continued.
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Figure 5: Composite precipitation for wet years, dry years, and difference between wet and dry years of the (a) observation, (b) GCM, (c)
DYN, (d) STA, and (e) HYB.
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coherent patterns in the tendency of key impact indicators.
This is a desired characteristic for the generation of usable
climate information [53]. Although a dynamical downscaling
is not sufficient for improving the quality of climate infor-
mation, it does appear to be a necessary precondition for
the generation of climate information when local dynamics
and feedbacks are poorly represented in a GCM. Then the
statistical downscaling may be employed as a further cor-
rection of existing residual bias, which implies the statistical
downscaling can be considered a practical tool for removing
the systematic bias of a model.

There were some uncertainties and limitations in this
study. First, since we used a single GCM, a single RCM, and
a single statistical downscaling, the models must have any
inherent uncertainties and intrinsic limitations. This can be
generally overcome through the use of several models, and
it should be considered in further study. To efficiently assess
and better contextualize the results obtained from this study,
the uncertainties could be disregarded. Second, we use the
Perfect GCM (i.e., reanalysis dataset), which allowed us to
ignore the systematic bias and low predictability generated
by a GCM. The real GCM output should be employed in
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real seasonal forecasting and the relevant impact needs to be
explored in future.
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