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In this study, the focus is on investigating how diferent climate scenarios, as they have been adopted in Phase 6 of the Coupled Model
Intercomparison Project (CMIP6), can lead to diferent regimes in the energetics components in Lorenz’s energy cycle, hence impacting
the “working rate” of the climate system, which is considered as a “heat engine.”Te four energy forms onwhich this investigation is based
on are the zonal and eddy components of the available potential and kinetic energies. Te permissible correspondingly considered
transformations between these forms of energy are also studied. Generation of available potential energy and dissipation of kinetic energy
complete the Lorenz energy cycle that is adopted here. In the CMIP6 approach, the results of diferent climate change analyses were
collected in a matrix defned by two dimensions: climate exposure as characterized by a radiative forcing or temperature level and
socioeconomic development as classifed by the pathways, known as Shared Socioeconomic Pathways (SSPs).Te basis of the calculations
in this study is the climatic projection produced by the HadGEM3-GC3.1-LL climatic model in the period from 2015 to 2100. In this
respect, the results are presented in terms of time projections of the energetics components under diferent SSPs. Te results have shown
that the diferent SSPs yield diverse energetics regimes, consequently impacting on Lorenz energy cycle and, hence, a “working rate” of the
climate system based on the components of this cycle. In this respect, Lorenz energy cycle projections are presented, under diferent SSPs.
Te results are also contrasted to the calculations for the historical period 1929 to 2014 as this is simulated by the same climatic model.

1. Introduction

Te study of the fate of atmospheric energy can form a basis for
contemplating the climate system as a heat engine. Within this
conceptual framework, atmospheric thermodynamic energy is
converted into atmospheric kinetic energy with the latter ul-
timately dissipated into heat. Since the large-scale atmospheric
processes have long been recognized to be governed by eddy
motions (see[1]), the study of the fate of atmospheric energy, as
this is determined by Lorenz’s energy cycle [2–4], appears to
comprise a rational basis for scientifc investigations on the
efciency with which energy atmospheric energy is generated,
converted, and dissipated under diferent climate change sce-
narios. Indeed, the overall strength of Lorenz’s energy cycle
yields a “rate of working” of the climate [5].

Improving our knowledge of climate change lies in the
focus of the Coupled Model Intercomparison Project
(CMIP) of the World Climate Research Programme

(WCRP). CMIP is a unique international collaborative
framework fostering a systematic assessment of climate
change impacts on the basis of model outputs from a large
number of General Circulation Models (GCM). Tis sci-
entifc endeavor has gone through various phases, the most
recent of which being CMIP Phase 6 (CMIP6). Details of the
experimental design and the organisation of CMIP6 are
provided in an overview paper by Eyring et al. [6]. Output
data felds from CMIP6 are becoming available to the
community for analysis and exploitation, addressing a wide
range of specifc questions and flling scientifc gaps of
previous CMIP phases [6], in time for inclusion in the Sixth
Assessment Report (AR6) of the Intergovernmental Panel
on Climate Change (IPCC). An integral part of CMIP6 is
the defnition of the experimental design and eventual
documentation of the simulations which provide a com-
prehensive description of how the experiments are
executed [7].
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In the present study, output from the Scenario Model
Intercomparison Project (ScenarioMIP) has been used.
ScenarioMIP comprises a primary activity within the context
of CMIP6, providing multimodel climate projections based
on alternative climate scenarios that are pertinent to societal
concerns regarding climate change mitigation, adaptation,
or impacts [7]. Te climate projections adopted in Sce-
narioMIP are driven by a new set of Shared Socioeconomic
Pathways (SSPs) produced with integrated assessment
models based on new future pathways of societal develop-
ment but also incorporating the previously used Repre-
sentative Concentration Pathways (RCPs) [8]. Te scenario
matrix architecture that underlies the framework for for-
mulating new scenarios for climate research is described by
van Vuuren et al. [9]; this scenario matrix is based on two
main axes: one representing the level of radiative forcing of
the climate system (characterized by the RCPs), and the
other representing a set of alternative plausible trajectories of
future global development (characterized by the SSPs).

RCPs comprise future climate scenarios which were
adopted in CMIP6’s predecessor, namely, CMIP5 (the
Coupled Model Intercomparison Project Phase 5 [10]);
within the framework of the CMIP5 project, a number of
future scenarios of radiative forcing due to greenhouse
emissions had been established, yielding four Representative
Concentration Pathways (RCPs): one high pathway for
which radiative forcing reaches >8.5Wm− 2 by year 2100 and
continues to rise for some amount of time (termed as
RCP8.5); two intermediate “stabilization pathways” in which
radiative forcing is stabilized at approximately 6Wm− 2 and
4.5Wm− 2 after year 2100 (RCP6.0 and RCP4.5, respectively);
and one pathway where radiative forcing peaks at approx-
imately 2.6Wm− 2 before year 2100, declining afterwards
(RCP2.6).

Te need for new pathways for use in future climate
change studies was recognized even during the execution of
CMIP5 and before the current CMIP6 started. Key chal-
lenges for using socioeconomic scenarios for climate change
analyses were early advocated by several research groups
[11, 12], in an efort to amplify the setting up of climate
scenarios for CMIP6. A family of SSP scenarios embracing
a variety of possible future socioeconomic features has been
under discussion for some time [13, 14], with fve SSPs being
eventually determined, namely, SSP1, SSP2, SSP3, SSP4, and
SSP5. For a comprehensive illustration of these fve SSPs,
O’Neill et al. [15] juxtaposed them onto a conceptual two-
axis framework; each axis was constructed on the basis of
a group of socioeconomic challenges: one axis is based on
challenges to mitigation and the other on challenges to
adaptation. By dividing this “challenge space” in fve do-
mains, each of the fve SSPs can subsequently be mapped
onto this conceptual two-dimensional space, such that each
of the fve domains represents each of the SSPs: SSP1 em-
braces the low challenges, while SSP3 embraces high chal-
lenges; SSP4 is deployed in the domain where adaptation
challenges dominate, while SSP5 represents the area where
mitigation challenges dominate. In the centre of the
“challenge space” lies an intermediate challenge pathway,
namely, SSP2.

Te RCP-SSP matrix architecture adopted in Scenar-
ioMIP yields future scenarios which combine diferent so-
cioeconomic reference assumptions (as described by SSPs)
with diferent future levels of climate forcing (as described by
RCPs) [9]. Of the total number of the available scenarios,
a subset has been selected for inclusion in ScenarioMIP
simulations [16]. Te following three scenarios under Tier 1
of ScenarioMIP are used in the present study:

(i) ssp126: An SSP-based concentration-driven sce-
nario with low radiative forcing by the end of the
century. Following approximately the RCP2.6
global forcing pathway with SSP1 socioeconomic
conditions, radiative forcing reaches a level of
2.6W/m2 in 2100.

(ii) ssp245: An SSP-based concentration-driven sce-
nario with medium radiative forcing by the end of
the century. Following approximately the RCP4.5
global forcing pathway with SSP2 socioeconomic
conditions, radiative forcing reaches a level of
4.5W/m2 in 2100.

(iii) ssp585: An SSP-based concentration-driven scenario
with high radiative forcing by the end of century.
Following approximately the RCP8.5 global forcing
pathway with SSP5 socioeconomic conditions, radi-
ative forcing reaches a level of 8.5 W/m2.

(iv) In addition to the above three future scenarios, the
historical data within the same cohort have been
used for comparative purposes. Te historical data
used herein cover the period from 1929 to 2014.

Te objective of this study is to examine how diferent
SSPs impact the fate of atmospheric energy within the
framework of Lorenz energy cycle. Te investigation is
further extended with a comparative study of the “rate of
working” of the climate system in terms of the efciency of
energy generation, conversion, and dissipation.

Following this introduction, Section 2 briefy reviews the
fundamentals of the Lorenz energy cycle and the literature
on its exploitation in climate change studies. Section 3
describes the data that have been used, including also a brief
outline of the climatic model used. Section 4 describes the
numerical methodology adopted. Te results are presented
in Section 5: Section 5.1 presents the energy balance and
Section 5.2 presents the time series and trends of the en-
ergetics components under diferent SSP-based scenarios.
Section 5.3 presents the results on the extremes of the energy
components and Section 5.4 is devoted to a brief discussion
of the efciency of energy conversion of the atmospheric
heat engine. Section 6 comprises the discussion part that
includes some future plans.

2. Fate of Atmospheric Energy: Lorenz
Energy Cycle

With regard to the various forms of energy that are present
in the atmosphere, kinetic energy has received the most
attention. Often, the kinetic energy of a weather system is
regarded as a measure of its intensity. Te only other forms
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of atmospheric energy which appear to play a major role in
the energy budget of the troposphere and lower stratosphere
are the potential energy, the internal energy, and the latent
energy of water vapor. Potential and internal energy may be
transformed directly into kinetic energy, while latent energy
may be transformed directly into internal energy, which is
then transformed into kinetic energy.

It is easily shown by means of the hydrostatic approx-
imation that the changes of the potential energy and the
internal energy of the whole atmosphere are approximately
proportional, so that it is convenient to regard potential and
internal energy as constituting a single form of energy. Tis
form has been called total potential energy by Margules [17].
Expanding Margules’ [17] approach in considering a hypo-
thetical adiabatic redistribution of the mass of the atmo-
sphere, Lorenz [2, 4] introduced the concept ofavailable
potential energy as the part of potential and internal energies
(collectively termed as total potential energy), which is
available for conversion into kinetic energy. Te amount of
total potential energy that is not converted into kinetic
energy comprises a reference state of minimum energy
reached through an adiabatic redistribution of the mass of
the atmosphere.

Lorenz [2, 3] has shown that a partial explanation of the
intensity of the energy cycle can be obtained by considering
the concept of available potential energy. Available potential
energy does not represent a supply of energy additional to
the forms already mentioned, but instead represents a por-
tion of the total potential energy which may be available for
conversion into kinetic energy. Te available potential en-
ergy of the atmosphere has been defned by Lorenz [2, 3] as
the diference between the total potential energy held by the
atmosphere at a given state and the minimum total potential
energy which could result from any adiabatic redistribution
of the mass of the atmosphere. Available potential energy
can be generated principally by either heating of the warmer
regions and cooling of the colder regions at the same ele-
vation, on the one hand, and by heating of the lower and
cooling of the higher levels (leading to a decrease of static
stability), on the other hand. Trough a reversible adiabatic
process, available potential energy is converted into kinetic
energy, whereas the latter is dissipated by friction. Te
deliberations briefy discussed in this paragraph determine
a basic three-step energy “cycle”: available potential energy is
generated through diabatic processes and may subsequently
be converted into kinetic energy which is in turn dissipated
by friction.

Te discussion of the energy forms and their trans-
formations does not relate to individual or particular
weather systems. Te application of these concepts to
a limited area of the atmosphere (e.g., the stratosphere, see
[18, 19]) or surrounding discrete weather systems (e.g., [20])
presents both conceptual and computational uncertainties
which should be borne in mind.

With the increase of atmospheric measurements
pertaining to the large-scale systems, the interest in at-
mospheric energetics has become more intense in the
second half of the twentieth century with several pub-
lished investigations on kinetic energy (e.g., [21]).

However, Lorenz’s framework for the fate of atmospheric
energy, as discussed below, has further enhanced the
interest of the scientifc community in atmospheric en-
ergetics because it provides a broader basis on which the
dynamics of the atmosphere can be studied in more
detail. Lorenz’s framework has revitalized the interest in
the atmospheric energetics (e.g., [22–25]).

Te concept of available potential energy has been
widely incorporated in studies of general circulation and
large-scale dynamics [26]. Following its original in-
troduction by Lorenz, alternative propositions and
reformulations have been proposed, employing further
refnements (e.g., [22, 25, 27]). Te concept available
potential energy is still under scrutiny from diferent
viewpoints (e.g., [28, 29]).

Lorenz has postulated a basic fow of energy comprising
of diabatic generation which adds to the pool of available
potential energy; adiabatic conversion of available potential
energy adds to the pool of kinetic energy which is sub-
sequently dissipated by frictional processes.

Bearing in mind that the atmospheric motions can be
decomposed into zonal and eddy parts, available po-
tential and kinetic energies were further partitioned into
zonal and eddy components; this conceptualization re-
fnes the above energy fow into an energy cycle involving
zonal and eddy energy generation and dissipation, as well
as four physically founded energy conversions, as they are
detailed in Figure 1. Te quantities in the four circles
indicate the four pools of energy: zonal available potential
energy (AZ), eddy available potential energy (AE), zonal
kinetic energy (KZ), and eddy kinetic energy (KE) (for
a list of symbols used herein, see Appendix A).

Regarding the energy conversion terms in the cycle, the
direction of the mean energy fow, as conceptualized by
Lorenz, is retained, so that the arrows in the fgure indicate
positive values.

On the one hand, the generation of AZ, which is
denoted by GZ, is accomplished through a process de-
scribed by diabatic heating of the lower latitude zones and
diabatic cooling of the higher latitude zones; on the other
hand, diabatic heating of warmer regions and cooling of
colder ones at the same latitude lead to the generation of
AE that is denoted by GE. Both of these generation terms
of zonal and eddy available potential energies are con-
sidered as positive inputs to the respective available po-
tential energy reservoirs.

Te dissipation of zonal and eddy kinetic energies,
denoted by DZ and DE, respectively, is considered as
negative inputs (or sinks) to the respective kinetic energy
reservoirs, or equivalently they contribute to diminishing the
respective kinetic energy contents; DZ is accomplished by
the zonally averaged frictional processes, whereas DE is
accomplished by the deviation of the frictional processes
from their zonal average.

Te process that converts available potential energy
into kinetic energy is described as a sinking of colder air
and rising of warmer air. Tis is resolved into two pro-
cesses. Te frst is described as accomplished by sinking of
colder air in colder latitude zones and rising of warmer air
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in warmer latitude zones, denoted by <AZ⟶KZ>. Te
second is described as sinking of colder air and rising of
warmer air within the latitude zone, denoted by
<AE⟶KE>.

Te process that consists of a horizontal or vertical
transport by the eddy motions of angular momentum to-
wards zones of lower average angular velocity converts KZ
into KE; this process tends to equalize the angular velocities
of the diferent zones, thereby reducing the overall kinetic
energy of the zonal fow, since among all velocity felds with
the same total angular momentum, the feld of constant
angular velocity has the least kinetic energy; the only sink of
KZ is the kinetic energy of the eddies themselves, i.e., KE.
However, observational investigations have long shown that
the transport of angular momentum by eddies is pre-
dominantly towards zones of higher angular velocity (e.g.,
westerly jet streams), so that KE is converted into KZ by the
eddies themselves. Tis is denoted by the conversion term
<KE⟶KZ>.

A process that can convert AZ into AE (without altering
the total available potential energy) is a horizontal or vertical
transport by the eddies of sensible heat towards zones where
temperature is low, relative to the horizontally averaged
temperature. Tis is denoted by <AZ⟶AE>.

3. Materials

3.1. Data. In the present study, use has been made of the
climatic projections in the period from 2015 to 2100 (i.e.,
86 years), produced by the HadGEM3-GC3.1 model at the
LL resolution, denoted by HadGEM3-GC31-LL [30] within
the framework of the CMIP6 ScenarioMIP Activity. As
explained below, for comparative purposes, the “historical”
data from the same model have also been used. Te climatic
projections and the historical data which were retrieved for
the needs of the present study are archived and provided by
the Earth System Grid Federation (ESGF) [31]. Each year in
the dataset is considered to comprise 360 days. With the

frequency of the retrieved dataset at one per day, the values
of the variables selected are assigned to 1200 UTC; hence,
a total of 30960 times are included in the climatic projections
and the historical datasets that were used as a basis for this
investigation. Te data used in the present atmospheric
energetics analysis refer to the variant r1i1p1f3 of the model
output, where the numbers are indices for particular con-
fgurations of r (realization, i.e., ensemble member), i
(initialisation method), p (physics), and f (forcing). Te
projections used were retrieved at the model’s native grid for
the felds of temperature (in K), eastward and northward wind
velocity components (in m·s− 1), and Lagrangian pressure
tendency (in Pa·s− 1), available at a 1.25° ×1.875° (lat-lon)
spatial resolution and at 19 pressure levels, namely, 1000, 925,
850, 700, 600, 500, 400, 300, 250, 200, 150, 100, 70, 50, 30, 20,
10, 5, and 1hPa. It is useful to clarify at this point that the data
used and the results subsequently obtained refer to the global
atmosphere and cannot be interpreted within any subregion
or in relation to any individual atmospheric motion.

Te calculations for the energetics have been carried out
using the data for the three of the Tier 1 ScenarioMIP
scenarios, namely, the ssp126, ssp245, and ssp585 [32–34].
Te corresponding set of the historical data was also used in
the calculations for comparative purposes [35]. Tis dataset
has the same specifcations as the datasets retrieved for the
above three scenarios as explained above but refers to a time
period from 1850 till 1914. In the present study, the period of
the historical data is taken to have the same 85-year time
span as the climatic projections, namely, from 1929 to 2014.

3.2. Model Outline. HadGEM3-GC3.1 is the third Hadley
Centre Global Environmental Model. Running in the Global
Coupled confguration 3.1 of the Unifed Model, it repre-
sents the latest climate model of the U.K. Met Ofce [36];
this is a coupled Earth System Model that was used in the
CMIP6 centennial simulations. HadGEM3-GC3.1 in-
corporates a global atmosphere-land confguration, a global
ocean component, sea ice model confguration, and a new
modal aerosol scheme. It is beyond the scope of this paper to
elaborate on the HadGEM3-GC3.1 model confguration;
details on the confguration of the HadGEM3-GC3.1 model
are given by Kuhlbrodt et al. [37], Menary et al. [36], and
Williams et al. [38].

4. Numerical Methodology

Te calculations of the energetics components and their
corresponding dynamical processes as they are implicated in
the numerical solution of the mathematical expressions
describing the cycle’s components present by themselves
great computational challenges (see [39, 40]). Tese calcu-
lations call for the estimation of horizontal and vertical
derivatives, as well as zonal and area averaging and vertical
integrations. Limitations imposed on the vertical derivatives
and integrals by the lower and upper atmospheric bound-
aries, as well as on the derivatives and area averages imposed
by the singularities at the poles, are few of such challenges
requiring special computational handling. Te numerical

GZ GE

DZ DE

<KE→KZ>

<AE→KE><AZ→KZ>

<AZ→AE>
AZ AE

KZ KE

Figure 1: Lorenz energy cycle: circles denote pools of zonal and
eddy available potential energies (AZ and AE, respectively) and
pools of zonal and eddy kinetic energies (KZ and KE, respectively);
conversions from one energy form into another are denoted by
<AZ⟶AE>, <AE⟶KE>, <KE⟶KZ>, and <AZ⟶KZ>;
generation of AZ and AE is denoted by GZ and GE, respectively;
dissipation of zonal and eddy kinetic energies is denoted byDZ and
DE, respectively.
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analogues for the mathematical computations are given in
Appendix B.

Bearing in mind that the wind feld may be resolved into
a zonal component (associated with the zonal fow) and an
eddy component (associated with the superimposed eddy
motion), the kinetic energy can be resolved into zonal and
eddy parts, denoted by KZ and KE, respectively. On anal-
ogous arguments, the available potential energy is also
partitioned into zonal and eddy components, denoted by AZ
and AE, respectively.

In this research, the respective mathematical relation-
ships describing each of the energy forms, conversions,
generation, and dissipation terms are those developed by
Muench [18, 19] for the zonal and eddy motions in the
atmosphere; they are all presented in Appendix C, adopting
the notation proposed by Reiter [41], with minor changes by
Michaelides [20]. Te available potential energy generation
(GZ and GE) and dissipation of kinetic energy (DZ and DE)
are calculated as residuals to the respective energy balance
diferential equations, as shown in Appendix D.

5. Results

Te energy balance and time series of the energetics com-
ponents under diferent SSP-based scenarios show that
diferent scenarios yield diverse energetics regimes, conse-
quently impacting the Lorenz energy cycle and its un-
derlying physical processes.

5.1. EnergyBalance. Te energy balance for each of the three
SSP-based scenarios and for the historical dataset is pre-
sented in Figure 2. Te values given are averages taken over
the entire period 2015–2100 for the SSP-based simulations
and for 1929 to 2014 for the historical data.

Te AZ reservoir decreases with increasing SSP forcing:
from 4783.51× 103 Jm− 2 under ssp126, it drops to
4723.34×103 Jm− 2 under ssp585. Compared to the reservoir
of AZ in the historical data, the AZ reservoir in all three SSP-
based scenarios appears to hold less energy than in the
historical period.

Te AE reservoir behaves the same way as AZ: from
536.94×103 Jm− 2 under ssp126, it decreases to
526.23×103 Jm− 2 under the extreme ssp585 one. Also, the
AE held in the respective reservoir is less under the future
simulations compared to the historical data.

Te KZ reservoir is enhanced with increasing SSP
forcing: from 962.87×10− 3Wm− 2 at ssp126, it increases to
974.43×10− 3Wm− 2 at ssp245 and to 1009.85×10− 3Wm− 2 at
ssp585. Clearly, in all the future states, the reservoirs of KZ
are larger than the historical one. However, the behavior of
KE with increasing SSP forcing is diferent: from
688.58×10− 3Wm− 2 at ssp126, it decreases to
684.15×10− 3Wm− 2 at 245 and decreases further to
682.1× 10− 3Wm− 2 at ssp585, with all the simulated future

scenarios yielding less eddy kinetic energy compared to the
historical period.

As a general conclusion, it can be said that, overall, it
appears that energy is converted more intensely in the
historical records rather than in the SSP-based simulations.
Both the energy conversions, <AZ⟶AE> and
<AE⟶KE>, decrease in intensity with increasing forcing.
Also, compared to the historical period, they both convert
energy at lower rates. Te <KE⟶KZ> conversion is also
slightly higher in the historical period compared to all the
SSP-based scenarios. Lastly, the calculated conversion
<AZ⟶KZ> is higher with the historical data compared to
almost all corresponding values with the SSP simulations.

Te <AZ⟶KZ> conversion is by far the smallest of all
the conversion terms. Bearing in mind that the conversion
between AZ and KZ is accomplished through meridional
circulations which are responsible for the large-scale rising
and sinking of air, it is worth contemplating at this point the
crucial role that the Hadley and Ferrel cells play in this
energy conversion process [42–44].

Te thermally direct Hadley cell is characterized by
rising of warm, light air in equatorial latitudes and sinking of
colder, denser air in the subtropical latitudes. Tis circu-
lation is responsible for a positive conversion, i.e., a con-
version from zonal available potential energy into zonal
kinetic energy. On the contrary, the thermally indirect Ferrel
cell which extends between 30° and 60° latitude circles is
characterized by sinking of relatively warm, light air in the
subtropical belt and rising of colder, denser air at higher
latitudes, yielding a negative conversion, i.e., from zonal
kinetic energy to zonal available potential energy.

Te two-way <AZ⟶KZ> conversions in the Hadley
and Ferrell cells are nearly equal and opposite (see [45]);
therefore, as a global mean, this term is small, as noted
above. In particular, comparing <AZ⟶KZ> to
<KE⟶KZ>, it is seen that the latter is approximately fve
times greater than the former; this fnding confrms the
importance of the eddying motions in maintaining the zonal
kinetic energy reservoir. Indeed, the fate of atmospheric
energy is subject to two main processes: baroclinic growth of
eddies (connected to heat fuxes) and barotropic decay
(connected to momentum fuxes) (see [46–48]). Te process
of baroclinic growth occurs mainly due to the growth of
mid-latitude baroclinic synoptic-scale disturbances, which
includes the transformation of the zonal available potential
energy into eddy available potential energy through hori-
zontal and vertical transport of sensible heat and the
transformation of eddy available potential energy into eddy
kinetic energy by rising warm air and sinking cold air.

In the process of barotropic decay, a large part of eddy
kinetic energy is dissipated by frictional dissipation (DE) and
the remainder is converted back into zonal kinetic energy
through horizontal and vertical transport of angular mo-
mentum by the eddies (namely, <KE⟶KZ>). Trough
this latter conversion between the two kinetic energy forms,
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the barotropic decay process ensures the maintenance of the
extratropical jet streams and storm tracks [45, 47, 48].
However, with regard to the subtropical jet streams, the
barotropic decay does not constitute a primary process for
their maintenance, with the conservation of the angular
momentum having the major role.

TeGZ decreases with increasing SSP forcing with all the
simulated future scenarios yielding less zonal available
potential energy generation than in the historical records.
Te GE appears to act in the direction of depleting the AE
reservoir under the ssp126 and ssp245 scenarios, but in
ssp585, it reverses its sign, thus contributing to enhancing
the AE. Te depletion of AE through diabatic processes is
more pronounced in the historical data.

Both kinetic energy dissipation terms, DZ and DE, de-
crease as the SSP forcing increases. Both terms are less than
the corresponding terms calculated with the historical data
used. As stated above, during the barotropic decay, eddy
kinetic energy is either frictionally dissipated or transformed
into zonal kinetic energy. Comparing DE and <AZ⟶KZ>
in the present fndings, the former has been calculated as
approximately twice as much as the latter.

For all SSP-based scenarios but also for the historical
records used herein, the sign of the dissipation terms, DZ
andDE, is in agreement with what is expected from the efect
of frictional processes, i.e., to dissipate kinetic energy. Te
transformation of kinetic energy into thermal energy
through dissipation is not accounted for in Lorenz energy
cycle, as it is adopted here; notwithstanding this pre-
sumption in the original contemplation of the energy cycle,

Bannon [29] has shown that the feeding back of the fric-
tionally induced thermal energy into the energy cycle is
conceivable too.

It is useful at this point to conclude this section by
acknowledging an important attribute inherent in the data
used in this study, which comprise essentially the output
from amodel which emulates the future climate of the Earth.
In efect, an appreciation of the sensitivity of the model to
changes in carbon dioxide concentrations which determine
the forcing to the model in use is briefy presented. Te
determination of the sensitivity of the Earth’s climate to
changes in atmospheric carbon dioxide is a fundamental
goal of climate science [49]. In this respect, the equilibrium
climate sensitivity metric is often considered as representing
the equilibrium global surface warming in response to
a doubling of atmospheric carbon dioxide concentration
relative to preindustrial levels [50]. Due to complications
arising from a strict approach in calculating the equilibrium
climate sensitivity, Gregory et al. [51] have proposed
a shortcut for estimating it, known as the Efective Climate
Sensitivity, which is widely adopted in CMIP6. Efective
Climate Sensitivity is defned as the ultimate global surface
temperature change that would restore the energy balance at
the top of the atmosphere, in response to an instantaneous
doubling of carbon dioxide.

For HadGEM3.1-GC3.1-LL, the efective climate sensi-
tivity is estimated to be 5.54K [52], ranking the model used
in the present study in the high end of climate models used
in CMIP6, as far as the model’s sensitivity to changes in
carbon dioxide is concerned.
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Figure 2: Energy budget for diferent SSP-based scenarios. Energy reservoirs (in circles) are in 103 Jm− 2; energy conversion, generation, and
dissipation are in 10− 3Wm− 2.

6 Advances in Meteorology



5.2. Time Series andTrends. In this section, the time series in
the period from 2015 to 2100 of the components of the
energy cycle are discussed for the SSP scenarios. In this
respect, the time series of the four energy forms (AZ, AE,KZ,
and KE, Figure 3), the four energy conversions
(<AZ⟶AE>, <AE⟶KE>, <KE⟶KZ>, and
<AZ⟶KZ>, Figure 4), and the available potential energy
generation and the kinetic energy dissipation (GZ, GE, DZ,
and DE, Figure 5) are presented. Tese graphs show the
computed daily values of each energy cycle component in
the period, with a corresponding linear regression equation
superimposed.

5.2.1. Energy Contents. Te time series for the four energy
forms and for each of the SSP-based scenarios are shown in
Figures 3(a)–3(c).

It appears that AZ tends to decrease over time under all
SSP scenarios, with a tendency to become slightly more
pronounced with increasing SSP forcing. AE also exhibits
a negative trend, but the efect of the SSP forcing does not
seem to yield appreciable diferences between the diferent
scenarios; other than that, the negative trend is slightly
increased under the highest one.

Te impact of diferent SSPs on KZ is easily identifable:
the trend in the time series of KZ exhibits an increase with
time. Also, increasing forcing enhances the increasing trend
of KZ, with the ssp585 scenario having the highest efect on
the increasing trend: indeed, the increase in theKZwith time
is quite notable under this latter scenario. Tis result is
aligned with the fndings from the energy balance analysis in
Section 5.1, which has led to the inference that the increase in
SSP forcing leads to an enhancement of the zonal wind feld.

Te time series of the other kinetic energy component,
namely, KE, exhibits a diferent trend, which appears to be
negative with all the SSP-based scenarios. Tis is interpreted
as a tendency for weakening of the kinetic energy of the eddy
motions with time.

5.2.2. Energy Conversions. Te time series for the four en-
ergy conversions and for each of the SSP-based scenarios are
shown in Figures 4(a)–4(c).

Te time series for <AZ⟶AE> exhibits a negative
trend under all SSP-based scenarios, which is more pro-
nounced under ssp585. Tis conversion term is always
positive, irrespective of the level of SSP forcing, implying
that the horizontal and vertical transfer of sensible heat is at
all times towards lower temperature zones.

Te trend of <AE⟶KE> does not exhibit any ap-
preciable change between diferent SSPs. Also, <AE⟶KE>
remains positive under all forcings, indicating the prevalence
of rising of warmer air and sinking of colder air within
latitude zones.

Te trend in the conversion rates <KE⟶KZ> does not
exhibit any appreciable change between diferent SSPs.
However, this conversion term occasionally attains negative
values, albeit occurring at comparatively low rates; this
fnding suggests that the prevailing eddy transport of angular
momentum is towards areas of higher angular velocity, thus

feeding the zonal fow, but in some cases, this process re-
verses sign, and thus the kinetic energy of the eddies is
enhanced at the expense of the zonal fow.

Te conversion term between the two zonal components
of energy, <AZ⟶KZ>, exhibits a negative trend under all
SSP scenarios, which is more pronounced under ssp585.
Nevertheless, it is worth noting the astounding alternating
modes of this conversion term. As explained above, the
conversion from AZ into KZ is accomplished by the sinking
of colder air in colder latitude zones and rising of warmer air
in warmer latitude zones. Indeed, as it was discussed in
Section 5.1, this physical process leads, on average, to
a conversion in the direction of enhancing the zonal fow at
the expense of the zonal available potential energy, as
postulated by Lorenz [2–4, 53]. However, the time series of
<AZ⟶KZ> suggests that the atmospheric engine can
reverse its mode of operation for several successive days,
converting KZ into AZ, and vice versa. Te conversion rates
in either direction can be of comparable magnitude (see also
the minimum and maximum values of <AZ⟶KZ> in
Table 1). A similar behavior was noted by Michaelides [39].

5.2.3. Energy Generation and Dissipation. Te time series for
the available potential energy generation terms (GZ and GE)
and for the kinetic energy dissipation terms (DZ andDE) for
each of the SSP scenarios are displayed in Figures 5(a)–5(c).

Te trend for GZ is noted to decrease with increasing SSP
forcing, and the reverse is noted regarding the trend for GE;
both trends are more pronounced with time in the case of the
more enhanced forcing, ssp585. Te generation of zonal
available potential energy (GZ) is positive throughout the
period under study, whereas generation of eddy available
potential energy (GE) obtains both positive and negative values.

Available potential energy is generated by diabatic
heating processes which involve the spatial correlation
between diabatic heating and temperature (see expressions
for GZ and GE in equation (C.4)). In the troposphere, this
correlation tends to be positive, since on average, the
tropical atmosphere receives more heat than it loses
through radiation back to space and the polar atmosphere
radiates more energy than it receives. In addition, at a given
latitude, the correlation between diabatic heating and
temperature can also be positive due to the tendency for
precipitation and latent heat release which may occur
primarily in rising warm air masses (as, for example, in
tropical revolving storms and monsoon circulations).
However, in areas where this correlation between diabatic
heating and temperature is negative, diabatic heating acts
towards destroying the existing temperature gradients; for
example, desert areas undergo strong radiative cooling in
comparison to their surroundings, as it is refected in the
net radiation budget at the top of the atmosphere. Also, the
equatorial tropopause is far below its radiative equilibrium
temperature, while in middle latitudes, temperatures at
these levels are above radiative equilibrium [54]. Hence, in
the lower stratosphere, diabatic heating functions as a sink
of available potential energy. Te same is true of the me-
sopause levels, where the summer pole is cold and the
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HadGEM3−GC31−LL ssp126
AZ = −0.00132271 · d + 4803.98

HadGEM3−GC31−LL ssp126
AE = −0.000498179 · d + 544.655

HadGEM3−GC31−LL ssp126
KZ = −0.00105875 · d + 946.482

HadGEM3−GC31−LL ssp126
KE = −0.000122966 · d + 690.488
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Figure 3: Continued.
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HadGEM3−GC31−LL ssp245
AZ = −0.00277784 · d + 4799.34

HadGEM3−GC31−LL ssp245
AE = −0.000893206 · d + 546.246
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KZ = 0.00278583 · d + 931.301

HadGEM3−GC31−LL ssp245
KE = −0.000436495 · d + 690.907
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Figure 3: Continued.
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winter pole is warm. From a thermodynamic point of view,
these localized regions of the atmosphere function as re-
frigerators rather than as heat engines.

In a dry atmosphere, we would expect GE to be negative
due to enhanced radiative cooling of warm anomalies, but in
a moist atmosphere, condensation in the warm sectors of
extratropical cyclones should favor positive GE generation.

Te trend in DZ is not very much afected by the
changing SSP scenario, but regarding the trend in DE, it
tends to decrease more with increasing forcing.

5.3. Extremes in the Energy Components. In Table 1, the
minimum and maximum values of the energetics compo-
nents are displayed (for the energy contents, the values are in
103 Jm− 2; for the energy conversion, generation, and dissi-
pation, the values are in 10− 3Wm− 2). Te presentation of
these extreme values provides a framework for an appre-
ciation of the extreme modes at which each of the com-
ponents of the energy cycle may operate (though not
necessarily occurring concurrently).

For AZ, its minimum values increase with increased SSP
forcing, whereas for AE, the corresponding minimum values
appear to decrease. Also, with increasing SSP forcing, the
maximum values of AZ appear to decrease, whereas the
maximum values of AE increase.

Te maximum values of KZ at which the energy cycle
operates increase with increasing forcing. Both the mini-
mum and maximum values in KZ in the historical data are
less than those in all the future SSP scenarios.

Te highest maximum value of KE is reached with the
highest forcing, ssp585, whereas with regard to the mini-
mum values of KE, the situation is reversed, with the lowest
minimum noted with the lowest forcing, ssp126.

Te minimum in <AZ⟶AE> falls below 50% in the
largest forcing ssp585, compared to the lowest and medium
ones. Both the maximum and minimum <AZ⟶AE> in
the historical data are notably higher than those in all the
SSP-based scenarios.

Te conversion of eddy energy, namely, <AE⟶KE>,
behaves rather erratically in response to the increases in SSP
forcing. Te respective minima, however, exhibit a notable
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Figure 3: (a) Time series for energy forms for ssp126.Te dashed line is the ftted linear regression which is given at the top of each diagram
as a function of day (d). (b) Same as (a) but for ssp245. (c) Same as (a) but for ssp585.
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HadGEM3−GC31−LL ssp126
<AZ−AE> = −0.00360044 · d + 2277.77

HadGEM3−GC31−LL ssp126
<AE−KE> = −0.00146991 · d + 2211.93
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<AZ−KZ> = 0.000216895 · d + 144.282
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Figure 4: Continued.
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Figure 4: (a) Time series for energy conversions for ssp126. Te dashed line is the ftted linear regression which is given at the top of each
diagram as a function of day (d). (b) Same as (a) but for ssp245. (c) Same as (a) but for ssp585.

Table 1: Energy contents, conversion, generation, and dissipation terms.

ssp126 ssp245 ssp585 Historical
Min Max Min Max Min Max Min Max

AZ 3809 6106 3814 6041 3828 5898 3805 6001
AE 364 841 361 854 358 897 369 866
KZ 715 1243 711 1299 725 1389 661 1197
KE 428 994 476 972 465 1027 476 1016
<AZ⟶AE> 553 4354 595 4447 216 4428 759 4886
<AE⟶KE> 866 3954 816 4028 726 4015 763 4432
<KE⟶KZ> − 539 2295 − 378 2449 − 392 2508 − 617 2250
<AZ⟶KZ> − 1054 1474 − 971 1210 − 1341 1296 − 891 1235
GZ 79.8148 4421.31 − 88.3889 4362.22 − 12.5 4051.41 − 195.833 4412.04
GE − 1047.04 965.667 − 927.407 986.37 − 985.241 1135.13 − 1154.98 719.778
DZ 208.778 1552.5 210.574 1579.94 214.852 1635.81 168 1154.98
DE 667.63 2384.13 772.537 2463.11 748.444 2385.06 859.204 2487.72
Units: energy contents in 103 Jm− 2; energy conversion, generation, and dissipation in 10− 3Wm− 2.
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HadGEM3−GC31−LL ssp126
GZ = −0.0033514 · d + 2421.61

HadGEM3−GC31−LL ssp126
GE = 0.00213606 · d − 65.9322

HadGEM3−GC31−LL ssp126
DZ = −0.0000193713 · d + 833.655

HadGEM3−GC31−LL ssp126
DE = −0.00123583 · d + 1522.59
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Figure 5: Continued.
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Figure 5: Continued.
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decrease from their values under the ssp126 scenario to their
corresponding values under the ssp585 scenario.

Te conversion <AZ⟶KZ> obtains its highest max-
imum values with the lowest forcing scenario. All the
minimum values have a negative sign. From a closer ex-
amination of the values of this conversion term, as they have
been calculated for each day (but also from examining the
respective time series for this conversion rate in Figure 4,
presented under Section 5.2.2), it was found that this term
obtains negative values quite frequently and this reversal in
behavior usually lasts for several consecutive days each time;
this result implies that the respective underlying process can
quite frequently and for several consecutive days operate in
a reverse mode than what is anticipated on average and is
based on Lorenz’s postulations. To this end, the role of the
Ferrel cell overturning atmospheric air is reiterated, as this
meridional circulation is mostly responsible for the con-
version of zonal available potential energy into zonal kinetic
energy.

Te conversion rate <KE⟶KZ> is also found to obtain
negative values, but this reversal in operation is quite rare
(see also discussion in Section 3.2). Te range of maximum
values associated with changes in the forcing is quite small.

Te maximum values of the generation term GZ exceed
4000×10− 3Wm− 2, under all scenarios, representing the
highest rates calculated in the energy cycle. Regarding the
minima in GZ, it is noted that they embrace negative values,
under the ssp245 and ssp585 scenarios; also, an outstanding
negative minimum value is noted.

Te highest maximum values for GE amount to about
one-fourth of those for its GZ counterpart. Te minimum
values for GE are negative under all scenarios and the
historical data.

Te negative values obtained for GZ and GE (see also the
series in Figures 5(a)–5(c)) are interpreted as a negative
generation of available potential energy (by the diabatic
processes involved). It is worth noting at this point that such
negative generation of available potential energy was

1500

500

1000

0

D
Z

10
3 W

m
−2

2500

2000

1500

1000

500

D
E

10
3 W

m
−2

20
60

20
60

Year

Year

HadGEM3−GC31−LL ssp585
GZ = −0.0141417 · d + 2455.74

HadGEM3−GC31−LL ssp585
GE = 0.00761457 · d − 84.7574

HadGEM3−GC31−LL ssp585
DZ = −0.00114892 · d + 840.411

HadGEM3−GC31−LL ssp585
DE = −0.00540622 · d + 1531.04

20
15

20
20

20
30

20
40

20
50

20
70

20
80

20
90

21
00

20
15

20
20

20
30

20
40

20
50

20
60

20
70

20
80

20
90

21
00

Year

20
15

20
20

20
30

20
40

20
50

20
70

20
80

20
90

21
00

20
15

20
20

20
30

20
40

20
50

20
60

20
70

20
80

20
90

21
00

Year

GZ
10

3 W
m

−2

4000
4500

3500
3000
2500
2000
1500
1000

500
0

−500

GE
10

3 W
m

−2

1000

500

0

−500

−1000

(c)

Figure 5: (a) Energy generation and dissipation for ssp126. Te dashed line is the ftted linear regression which is given at the top of each
diagram as a function of day (d). (b) Same as (a) but for ssp245. (c) Same as (a) but for ssp585.
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calculated by Oort [23] even with time averaging on
a hemispherical scale for GE. In the present research, such
negative generation terms are explained by considering that
the residual approach adopted here can lead to a temporary
negative generation of available potential energy. However,
as has been discussed in Section 5.1, under all scenarios, the
overall (average) values for GZ are positive, whereas GE can
become negative for the ssp126 and ssp245 scenarios.

Te frictional forces are expected to dissipate kinetic
energy; in line with this postulation, the minimum and
maximum values of both the kinetic energy dissipation rates,
DZ and DE, obtain positive values for all the SSP scenarios
and the historical data. Increases in SSP forcing result in an
increase in both the minimum and maximum values of DZ.
Compared to all the SSP scenarios, the historical data reveal
weaker minimum andmaximum operationmodes inDZ but
stronger ones in DE.

5.4. Rate of Working: Efciency of Energy Conversion.
Contemplating that the atmospheric climate system operates
as a heat engine, Boer and Lambert [5] performed an analysis
of Lorenz energetics based on model data and compared the
fndings to corresponding reanalysis-based estimates. Tis
comparison between the energetics under “observed” and
“simulated” conditions would yield an approach to objec-
tively assess the diferences in the “rate of working” of the
atmospheres corresponding to diferent models. Indeed, in
his study that makes use of 12 models participating in
AMIP2, Gleckler [55] concluded that the overall “rate of
working” of the model atmospheres was, on average, about
17% more vigorous than the average of the reanalysis-based
estimates. It is not feasible to perform a comparison of the
future model-based energetics calculations of this study
against observation-based ones that would refer to the same
time period: the calculations presented here refer to the
period from 2015 to 2100, for most part of which no ob-
servational data are available. Along the line proposed by
Boer and Lambert [5], however, the three SSP-based en-
ergetics calculations in this study can be contrasted to the
respective historical-based energetics.

Within the framework of Lorenz’s energy cycle, as
discussed above, diabatic heating processes lead to available
potential energy generation, namely, AZ and AE, at rates GZ
andGE, respectively.Te rates of adiabatic conversions from
these forms of available potential energy into their kinetic
energy counterparts (i.e., KZ and KE) are accomplished at
rates <AZ⟶KZ> and <AE⟶KE>. In addition to these
conversions, however, in Lorenz’s energy cycle, two more
energy conversions are also accomplished at rates
<AZ⟶AE> and <KE⟶KZ>. Lastly, kinetic energy is
dissipated by frictional processes into heat (at rates DZ and
DE). Bearing in mind these considerations, changes in the
“rate of working” of the climate system could be assessed via
the changes in the rates at which energy is generated (energy
generation rate of working), converted (energy conversion
rate of working), and dissipated (energy dissipation working
rate) (see [39]). In this paper, the rate of working of the
atmospheric heat engine is contemplated in terms of the

directly calculated energy conversions, <AZ⟶AE>,
<AE⟶KE>, <KE⟶KZ>, and <AZ⟶KZ>.

Contrasting the energetics of the simulated future states
of the atmosphere to the energetics of a state based on an
independent observational dataset would be ideal in order to
assess the changes in the efciency of Lorenz energy cycle
under diferent SSP scenarios against a baseline (see [5]).
However, this is not feasible in this study, as explained
above. An alternative to this is to assess the changes in the
rates of working under diferent SSPs relative to the ener-
getics of the atmosphere calculated on historical data; in this
case, the baseline is founded on the historical dataset (from
1929 to 2014, having an 85-year time span which is the same
as the climatic SSP projections, as explained in Section 3.1).

Te percentage changes in the energy conversions under
each of the SSP scenarios with respect to the baseline are
displayed in Figure 6. With the exception of the percentage
change in <AZ⟶KZ> under ssp126, all the changes in
efciencies are negative. Terefore, it can be inferred that,
generally speaking, the SSP forcing causes the energy con-
version working rate to decrease in the future scenarios
compared to the baseline. Te change in the efciency of the
conversions of energy fromAZ intoAE and fromAE intoKE
decreases with increasing forcing. On average, considering
all the conversion terms, the energy conversion efciency
decreases from − 2.51% under ssp126 to − 5.21% under
ssp245 and to − 6.46% under ssp585.

6. Discussion

Te Lorenz cycle of energy of the atmosphere has been used
in numerous studies on the diagnosis of the atmospheric
dynamics. Te present study focuses on investigating
whether diferent climate scenarios, as they have been
adopted in the CMIP6 project, can lead to diferent regimes
in the energetics components in Lorenz’s energy cycle. It
comes as no surprise that the results of the present study
demonstrate that diferent future climate scenarios (as they
are delineated by the CMIP6 simulations with the Hadley
Centre’s HadGEM3-GC3.1 model) have a diverse efect on
the components of the Lorenz energy cycle. Boer [56] and
Lucarini et al. [57] suggest that the warming of the atmo-
sphere due to increased concentration of greenhouse gases,
and specifcally that of carbon dioxide, can lead to
a smoothing of the meridional temperature gradients,
subsequently reducing the availability of potential and in-
ternal energies for conversion into kinetic energy. Tis may
explain the trend for a decrease of the available potential
energy reservoirs with increasing gas concentrations, which
is more notable for AZ than for AE (see Figures 2 and 3).

Both the energy balances (Figure 2) and the trends in the
respective time series (Figure 5) denote a notable increase in
KZ as a result of increasing SSP forcing. Since the meridional
temperature gradient should be decreasing under future
scenarios with increased gas concentrations, the thermal
wind and subsequently the vertical wind shear should also be
expected to decrease. Terefore, the current increases in KZ
estimated under increased gas concentrations cannot be
explained through baroclinic processes, but other barotropic
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processes should be at work in converting AZ into KZ. Such
barotropic processes may be related to surface changes, as it
has been proposed by Li et al., [45]. Indeed, using obser-
vational data, Li et al. [45] calculated the components of
Lorenz’s energy cycle in the period 1979–2001. Tey have
concluded that the Ferrel cell-related conversion from zonal
kinetic to zonal available potential energy (i.e., negative
<AZ⟶KZ> conversion) is bigger and stronger than the
Hadley cell-related one (i.e., positive <AZ⟶KZ> con-
version); indeed, considering only the free tropospheric
layer (above 700 hPa), the net estimate of <AZ-KZ> is
negative, i.e., leading to a conversion of KZ into AZ.
However, they have noted considerably large positive
conversion values in the near-surface parts (between 1000
and 700 hPa) of the Ferrel and the Polar cell, which are more
notable in the Southern Hemisphere. Teir fndings suggest
that near-surface processes play an important role in the
positive conversion rate from AZ into KZ which can
probably change the global direction of the conversion rate.
In relation to the current analysis, the combined positive
efect of these barotropic near-surface processes together
with those of the Hadley cell could bemore pronounced with
increasing gas concentrations.

Regarding KE, however, the tendency is for the kinetic
energy of the eddying motions to decrease with increasing
forcing. Tese contradictory tendencies in the two kinetic
energy components are partly dictated by the enhanced
conversion from KE into KZ, i.e., <KE⟶KZ>, noted at the
highest SSP forcings, ssp245 and ssp585. Te physical in-
terpretation of this increased <KE⟶KZ> conversion rate
is that the angular momentum transfer by the eddies towards
the areas of higher angular velocity will lead to an en-
hancement of the zonal fow.

Boer [56] had performed simulations with changing
carbon dioxide scenarios using the Canadian Climate Centre
General Circulation Model. Tis investigation refers to
Northern Hemisphere middle latitudes during wintertime
and focused on the efects of doubling of carbon dioxide
concentrations.Te basic fnding in regard to the intensity of
the intensity of atmospheric energetics is that they are
suppressed as the concentration increases. Also, Hernández-
Deckers and von Storch [42] have performed simulations

with the ECHAM5/MPI-OM model under diferent carbon
dioxide regimes and presented their fndings in regard to the
efects on Lorenz energy cycle. Te decrease in the efciency
of the atmospheric engine in converting available potential
energy into kinetic energy as more greenhouse gases are
accumulated into the atmosphere is claimed by these authors
to be a consequence of the slackening of the meridional
temperature gradient [42, 56]. Based on a study investigating
the global warming impacts on the thermodynamics of the
climate system, Lucarini et al. [57] concluded that as the
climate becomes warmer, it features higher entropy pro-
duction and also it becomes less efcient and more irre-
versible. In agreement with the above fndings, in the present
study, a tendency for the available potential energy to be
converted into kinetic energy is reduced with increased SSP
forcing, with this reduction being more notable with
<AE⟶KE>; this implies a weakening of the sinking of
colder air and rising of warmer air within the latitude zones.

Te choice of the Hadley Centre’s HadGEM3-GC3.1
model is just one of the models available under the CMIP6.
In this paper, this version of the model was chosen in order
to contrast the results with those in a previous study that
were based on a predecessor model. In a recent study on
CMIP5 data, Michaelides [39] had used the simulations
from a previous version of the Hadley Centre climatic
model, namely, HadGEM2-ES. In the current study, the
choice of the Hadley Centre’s HadGEM3-GC3.1 model
available within the framework of the CMIP6 was pur-
posedly made in an efort to make some comparative re-
marks on the energy cycle between the two most recent
model intercomparison projects. Although the results
cannot be strictly compared, primarily because the CMIP5
simulations are based on the RCP scenarios, whereas the
CMIP6 are based on the SSP ones, some general comments
are made in the following. As explained in Section 1, the
ssp126, ssp245, and ssp585 scenarios adopted in the present
study embrace the RCP2.6, RCP4.5, and RCP8.5 global
forcing pathways used in the study in [39], respectively.
Contrasting the results from the corresponding SSP and
RCP scenarios (i.e., Figure 2 in this study and Figure 2 in
[39]), it is clear that the strength of the Lorenz energy cycle is
notably larger in the present study than that of the previous
one. In an efort to explain the diferences in the results of the
two studies, the inherent characteristics of the two datasets
are contrasted. Te horizontal spatial resolution of the two
datasets is the same (latitude 1.25° and longitude 1.875°);
also, the time step in the output storage of the two datasets is
the same (24 hours). However, the two datasets difer with
regard to their vertical resolution. Indeed, in the CMIP5
simulations, the vertical resolution in the data refers to eight
isobaric levels with the top one being at 10 hPa, whereas in
the CMIP6 simulations, the vertical resolution of the data is
at nineteen pressure levels with the top one being at 1 hPa.
Apparently, the resolution in the vertical is denser in the
CMIP6 data; also, the CMIP6 data refect on an atmosphere
that is deeper than that of the CMIP5; therefore, with the
CMIP6, the numerical calculations of the vertical integrals
(see Appendix C) are performed over a deeper atmospheric
layer compared to the calculations with the CMIP5 data [39].
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Figure 6: Change in efciency of energy conversion under diferent
SSPs, considering the historical data as a baseline.
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To the best of the author’s knowledge, no other study has
been performed on the energetics of Lorenz cycle by using
simulations frommodels participating in the CMIP6 project.
However, two studies on the energetics of the atmosphere
that make use of data from the CMIP5 project are those by
Veiga and Ambrizzi [58] and Michaelides [39] who have
studied the efect of diferent RCPs on Lorenz energy cycle.
Comparing the energy balances of the present study to those
in the study by Veiga and Ambrizzi [58], it can be seen that
the conversion terms are in good agreement. Te same is
noted regarding all the energy contents but the zonal
available potential energy. In the study in hand, AZ was
found to have much larger values. In fact, in the present
study, the comparison of AZ contents and AE contents
reveals that the former is almost nine times the latter,
whereas in the study by Veiga and Ambrizzi [58], the values
of both zonal and eddy available potential energy contents
are very close.

In general, the conversion terms are higher in the present
study compared to those of Michaelides [39]. Regarding
<AZ⟶KZ>, there is a general agreement regarding the
impact of enhanced forcing on this conversion rate in both
the present study and that of Michaelides [39]: in both
studies, this conversion decreases with increasing forcing.
Te same decrease in <AZ⟶AE> with increasing forcing
is also noted in both studies. Te impact of increased forcing
on the conversion between the eddy components of available
potential and kinetic energies, i.e., <AE⟶KE>, is in good
agreement in both studies too.

At this point, it is worth noting some of the difculties
and limitations in establishing frm results by using an
approach that is based on the energy cycle applied to climatic
projections and the endeavor to calculate its components
numerically.

Te fundamental concept of the available potential en-
ergy in the energy cycle is defned over the entire atmo-
sphere, and hence its application on local or regional scales
entails a number of limitations. However, Muench [18, 19]
considered the amount of available potential energy cal-
culated over a limited atmospheric region as its contribution
to the total available potential energy of the entire atmo-
sphere, and he reformulated the energetics integrals to take
into account boundary transfers of energy (see also
[20, 40, 41]). Also, Marquet [59] discusses limitations that
should be borne in mind when the concepts of energy and
energy conversions are considered over a limited area.

Among the complications inherent in exploiting the
Lorenz energy cycle concepts, one must take into consid-
eration the necessary numerical solutions to the mathe-
matical formulations that are adopted in order to carry out
the calculations with the available atmospheric data.

Uncertainties are also intrinsic in future climate pro-
jections, stemming from a number of diferent sources that
embrace the modelling process but also the forcings
refecting on the diferent socioeconomic assumptions,
among others. As discussed in [60], one way to study un-
certainty is through contemplating the results from multiple
models, based on the implicit assumption that multiple
models provide additional and more reliable information

than a single model. A collection of results based on diferent
climatic models could prove more appropriate rather than
those from a single model. Te motivation behind such
a combination of results frommultiple models can lead to an
increased trustworthiness in the fndings. Tis is planned to
be the basis for a future study on the climatic projections of
the energetics of the atmosphere. It should be anticipated,
however, that diferences in the energy cycle calculated with
diferent sets of data from models participating in CMIP6
should exist. Indeed, diferences between the models used in
CMIP6 series of experiments could result in diferent pro-
jections (see [61–63]). Tese diferences in the model pro-
jections will be refected in the energetics analyses which will
be based on them. To mitigate the deviations between the
various models’ energetics analyses, the data from all the
models that will be used in such an endeavor should cover
the same time period (so that the comparison is meaningful)
but also have the same spatiotemporal characteristics (i.e.,
data frequency and horizontal and vertical resolution).

Appendix

A. List of Symbols

AΕ: eddy available potential energy
AΖ: zonal available potential energy
cp: specifc heat of dry air for constant pressure
DE: dissipation of eddy kinetic energy
DZ: dissipation of zonal kinetic energy
Fλ: eastward component of kinetic energy dissipation
Fφ: northward component of kinetic energy dissipation
g: acceleration of gravity
GE: diabatic generation of eddy available potential
energy
GZ: diabatic generation of zonal available potential
energy
KE: eddy kinetic energy
KZ: zonal kinetic energy
p: atmospheric pressure
Q: diabatic processes leading to generation of available
potential energy
R: gas constant for dry air
t: time
T: thermodynamic temperature
u: eastward component of velocity
v: northward component of velocity
σ: static stability
ω: Lagrangian pressure tendency
<AE⟶KE>: conversion of AE into KE
<AZ⟶AE>: conversion of AZ into AE
<AZ⟶KZ>: conversion of AZ into KZ
<KE⟶KZ>: conversion of KE into KZ
[•]λ: zonal average of a variable
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(•)λ: departure from zonal average of a variable
[•]λφ: area average of a variable
([•]λ)φ: zonal average minus area average of variable
R [•]: estimation of a variable as a residual

B. Numerical Analogues for
Mathematical Computations

An orthogonal spherical coordinate system is adopted,
where the horizontal components are λ (longitude) and φ
(latitude); the vertical component is p (pressure).

Given that the grid distance in the dataset is 1.875° in the
west-east and 1.25° in the south-north direction, re-
spectively, the numerical computations are carried out on
a (horizontal) global grid of 192×144 points, which are
evenly distributed.

A zonal average of a quantity (X) is calculated as

[X]λ �
1
2π

􏽚
2π

0
Xdλ, (B.1)

where the averaging is taken over an entire latitude circle.
However, in the original CMIP6 dataset, some values of all
the variables are shown as Not a Number (NaN) in the
lowest atmospheric levels because of the protrusion of el-
evated land into these levels (from an examination of the
data, this land masking is not fxed but varies with time).
Apparently, these NaN “values” refect values below the
Earth’s surface (i.e., where the surface pressure is lower than
the nominal level pressure) and must not be used in the
calculations; this fact is taken into consideration in the
numerical solution of the above relationship by disregarding
the grid points assigned a NaN in the numerical analogue of
the above relationship, as the mass of the corresponding grid
cells is zero.

Te numerical analogue of equation (B.1) that has been
used in the present calculations takes the form

[X]λ �
1
2π

􏽘
λ

Xδλ, (B.2)

where δλ is the grid distance in the longitudinal sense.
As mentioned above, because the original raw data

contain values which are denoted as NaN (Not a Number),
in the numerical calculations, care must be taken into ac-
count in averaging.

[X]λ �
􏽐λX cosφ δλ
2π − 􏽐kδλ

, (B.3)

where the summation (k) in the denominator is taken over
all grid points that are assigned aNaN “value” in the raw data
retrieved.

Te departure from the above zonal average calculated at
every grid point is defned as

(X)λ � X − [X]λ. (B.4)

An area average is defned as follows, where r is the mean
radius of the Earth

[X]λφ �
1

4 π r
2 􏽚

π/2

− π/2
􏽚
2π

0
X r

2 cosφdλ dφ. (B.5)

Bearing in mind the above, the numerical analogue that
was used herein in order to calculate the area average is given
by

[X]λφ �
􏽐φ􏽐λX cosφ δλδφ
4π − 􏽐kcosφkδλδφ

, (B.6)

where the summation (k) in the denominator is taken over
all grid points that are assigned aNaN “value” in the raw data
retrieved.

Lastly, a quantity as defned by the following equation is
calculated:

[X]λ( 􏼁φ � [X]λ − [X]λφ. (B.7)

Te horizontal and vertical derivatives are numerically
evaluated using a fnite diference approach. For the vertical
integrals, a trapezoidal rule is adopted.

C. Integral Expressions for
Energetics Components

Vertical integration is performed stepwise throughout the
atmospheric layers defned by the 19 atmospheric layers
explained in Section 3.1. Te upper and lower pressure levels
are denoted by p1 and p2 (p1< p2).

Te four energy forms are given by the following
mathematical expressions:

AZ � 􏽚
p2

p1

[T]λ( 􏼁
2
φ􏽨 􏽩λφ

2[σ]λφ
dp,

AE � 􏽚
p2

p1

(T)
2
λ􏽨 􏽩λφ

2[σ]λφ
dp,

KZ � 􏽚
p2

p1

(u)
2
λ + (u)

2
λ􏽨 􏽩λφ

2g
dp,

KE � 􏽚
p2

p1

[u]
2
λ + [v]

2
λ􏽨 􏽩λφ

2g
dp,

(C.1)

where T is thermodynamic temperature, u and v are the
eastward and northward wind components (in m·s− 1), and σ
is a static stability parameter (in K2m− 1) defned by

σ �
gT

cp

−
pg

R

zT

zp
, (C.2)

where g is the global average of the gravitational acceleration
(9.81m·s− 2), cp is the specifc heat of air for constant
pressure, and R is the gas constant for dry air.

Te four energy conversion terms are given by
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〈AZ⟶ KZ〉 � 􏽚
p2

p1

− [T]λ( 􏼁φ [ω]λ( 􏼁φ􏽨 􏽩λφ
R

gp
dp,

〈AE⟶ KE〉 � 􏽚
p2

p1

− (T)λ(ω)λ􏼂 􏼃λφ
R

gp
dp,

〈AZ⟶ AE〉 � 􏽚
p2

p1

−
(T)λ(v)λ

2[σ]λφ r

z [T]λ( 􏼁φ

zφ
􏼢 􏼣

λφ
+

(T)λ(ω)λ

pR/cp

z

zp

[T]λ( 􏼁φpR/cp

[σ]λφ

⎛⎝ ⎞⎠⎡⎢⎢⎣ ⎤⎥⎥⎦

λφ

⎛⎜⎝ ⎞⎟⎠dp,

〈KE⟶ KZ〉 � 􏽚
p2

p1

1
g

cosφ
r

(u)λ(v)λ
z

zφ
[u]λ

cosφ
􏼠 􏼡􏼢 􏼣

λφ
+

(v)2λ
r

z[v]λ

zφ
􏼢 􏼣

λφ
+

tanφ
r

(u)
2
λ[v]λ􏼔 􏼕

λφ
+ (ω)λ(u)λ

z[u]λ

zp
􏼢 􏼣

λφ
+ (ω)λ(v)λ

z[v]λ

zp
􏼢 􏼣

φ

⎛⎝ ⎞⎠dp.

(C.3)

Te energy generation and dissipation terms are given by

GZ � 􏽚
p2

p1

[T]λ( 􏼁φ [Q]λ( 􏼁φ􏽨 􏽩λφ

cp [σ]λφ
dp,

GE � 􏽚
p2

p1

(T)λ (Q)λ􏼂 􏼃λφ

cp [σ]λφ
dp,

DZ � 􏽚
p2

p1

1
g

[u]λ Fλ􏼂 􏼃λ + [v]λ Fφ􏽨 􏽩λ􏽨 􏽩λφdp,

DE � 􏽚
p2

p1

1
g

(u)λ Fλ( 􏼁λ + (v)λ Fφ􏼐 􏼑λ􏽨 􏽩λφdp,

(C.4)

whereQ denotes the diabatic processes leading to generation
of APE and Fλ and Fφ are the eastward and northward
components of friction, respectively.

D. Estimation of Energy Generation and
Dissipation Terms as Residuals

TequantitiesGZ,GE,DZ, andDE are estimated as residuals
in the respective energy balance equations, as follows:

R[GZ] �
zAZ

zt
+〈AZ→KZ〉 +〈AZ→AE〉,

R[GE] �
zAE

zt
− 〈AZ→AE〉 +〈AE→KE〉,

R[DZ] � −
zKZ

zt
+〈KE→KZ〉 +〈AZ→KZ〉,

R [DE] � −
zKE

zt
+〈AE→KE〉 − 〈KE→KZ〉.

(D.1)

Te above partial derivatives of the four energy forms
denote tendencies with respect to time (t).
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