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#### Abstract

The chaotic complex system is designed from the start of the chaotic real system. Dynamical properties of a chaotic complex system in complex space are investigated. In this paper, a compound synchronization scheme is achieved for four chaotic complex systems. According to Lyapunov stability theory and the adaptive control method, four chaotic complex systems are considered and the corresponding controllers are designed to realize the compound synchronization scheme. Four novel design chaotic complex systems are given as an example to verify the validity and feasibility of the proposed control scheme.


## 1. Introduction

Chaos synchronization proposed by Pecora and Carroll [1] has gained a lot of attractions for its potential application in many scientific and engineering fields in recent years. Until now, various types of chaotic synchronization scheme have been extensively investigated and a lot of valuable results have been gained, such as complete synchronization [1-4], antisynchronization [5, 6], generalized synchronization [710], phase synchronization [11], antiphase synchronization [12], lag synchronization [13, 14], partial synchronization [15], projective synchronization [16, 17], time scale synchronization [18], combination synchronization [19-21], and compound synchronization [22, 23].

The synchronization of a large number of real dynamical systems of physical nature has been considered in the above studies (i.e., those dynamical systems with real variables). However, there are also some nonlinear systems involving complex variables in the world. The complex Lorenz equations have been firstly investigated by Fowler et al. [24], which can extend nonlinear real systems [25] to nonlinear complex systems. Some chaotic complex systems have been proposed during the last few decades, such as the complex Chen system [26], the complex Lü systems [26], the hyperchaotic complex Lü system [27], the modified complex Lorenz system [28], and the hyperchaotic complex Lorenz system [29, 30]. It
is well-known that the complex chaotic systems also have much wider potential application in many different fields of nonlinear sciences. The adoption of complex chaotic systems can increase more transmitted information to improve the security of the transmitted information in secure communication [24].

In general, the level of security is greatly due to the complexity level of the drive and response systems and the formation of the transmitted signals as well as the modulation scheme employed. Compound synchronization [22, 23] have been designed to split the transmitted signals into several parts, each part loaded in different drive systems to ensure stronger antiattack ability and antitranslated capability than those transmitted by the traditional transmission model. If we can realize compound synchronization scheme for three drive chaotic complex systems and one response chaotic complex system, then the transmitted signals are so complex and unpredictable that they may have stronger antiattack ability and antitranslated capability than those transmitted by the traditional synchronization model.

Inspired by the above discussion, in this paper, the chaotic complex system is designed from the start of the chaotic real system for the first time. Its dynamical properties such as invariance, dissipativity, equilibria, Lyapunov exponents, bifurcation diagrams, chaotic behavior, and chaotic attractors are investigated. According to the above complex dynamical
properties, the compound synchronization scheme and the corresponding controllers are designed for three drive chaotic complex systems and one response chaotic complex system. The adoption of complex chaotic systems has been given for secure communication and the complex variables (doubling the number of variables) to increase the capacities and security of the transmitted information for the compound synchronization.

Compared with the previous work, there are two advantages which make our paper more charming and meaningful. At first, a chaotic complex system is designed from the start of a chaotic real system, which can produce more complex and unpredictable signals. Furthermore, we apply the general advantages of compound synchronization scheme [22, 23] for four real chaotic systems and extend it to four chaotic complex systems. The transmitted signal can be separated into several parts loaded in the compound system of three drive chaotic complex systems with different initial conditions to strengthen the security of secure communication. According to the above two advantages, our design scheme seems to have more valuable and advantageous than the traditional synchronization scheme, which may be helpful for the development of secure communication.

This paper is organized as follows. In Section 2, the dynamical properties of chaotic complex system are investigated, followed by the scheme of compound synchronization among four chaotic complex systems which is realized in Section 3. In Section 4, compound synchronization of four identical chaotic complex systems is given as an example. Finally, our concluding remarks are gained in Section 5.

## 2. Basic Properties

Referring to chaotic dynamics in the previous papers, some complex systems have been proposed from the start of chaotic real systems counterparts. In this paper, the novel chaotic complex system is designed from the start of the chaotic real system counterpart [31]. The chaotic real system counterpart [31] is

$$
\begin{align*}
& \dot{x}=a y z \\
& \dot{y}=1+b x  \tag{1}\\
& \dot{z}=x^{2}+c z
\end{align*}
$$

where $a, b$, and $c$ are three constants and $x, y$, and $z$ are three state variables. When $a=1, b=-4$, and $c=-1$, the nonlinear system (1) is chaotic as in Figure 1.

Our chaotic complex system is proposed for the first time in the form of

$$
\begin{align*}
& \dot{w}_{1}=a w_{2} w_{3} \\
& \dot{w}_{2}=1+b w_{1}  \tag{2}\\
& \dot{w}_{3}=w_{1} \bar{w}_{1}+c w_{3}
\end{align*}
$$

where $a, b$, and $c$ are three constants of the nonlinear complex system (2), $w_{1}=u_{1}+j u_{2}, w_{2}=u_{3}+j u_{4}$ are complex variables, $j=\sqrt{-1}$, and $w_{3}=u_{5}$ is a real variable.


Figure 1: 2D projection of system (1), $x$ versus $y$.

The real system version of (2) can be represented as follows:

$$
\begin{align*}
& \dot{u}_{1}=a u_{3} u_{5} \\
& \dot{u}_{2}=a u_{4} u_{5} \\
& \dot{u}_{3}=1+b u_{1},  \tag{3}\\
& \dot{u}_{4}=b u_{2} \\
& \dot{u}_{5}=u_{1}^{2}+u_{2}^{2}+c u_{5} .
\end{align*}
$$

2.1. Symmetry and Invariance. Nonlinear system (3) is symmetric about the $u_{1}, u_{3}$, and $u_{5}$ plane, which implies that it is invariant for the transformation of $\left(u_{1}, u_{2}, u_{3}, u_{4}, u_{5}\right) \rightarrow$ ( $u_{1},-u_{2}, u_{3},-u_{4}, u_{5}$ ). Therefore, if $\left(u_{1}, u_{2}, u_{3}, u_{4}, u_{5}\right)$ is a solution of nonlinear system (3), then ( $\left.u_{1},-u_{2}, u_{3},-u_{4}, u_{5}\right)$ is also a solution of the same system.
2.2. Dissipation. The divergence of nonlinear system (3) is written by

$$
\begin{equation*}
\nabla \cdot F=\sum_{i=1}^{5} \frac{\partial \dot{u}_{i}}{\partial u_{i}}=c ; \tag{4}
\end{equation*}
$$

if there is a constant $c<0$, then the nonlinear system (3) is a dissipative system, which can converge by the exponential convergence form.
2.3. Equilibria. The equilibrium points of nonlinear system (3) can be gained by

$$
\begin{align*}
a u_{3} u_{5} & =0, \\
a u_{4} u_{5} & =0, \\
1+b u_{1} & =0,  \tag{5}\\
b u_{2} & =0, \\
u_{1}^{2}+u_{2}^{2}+c u_{5} & =0
\end{align*}
$$

Obviously, from the nonlinear system (5), we can easily obtain that the equilibrium point of the nonlinear system (5) is $\left(-1 / b, 0,0,0,-1 / b^{2} c\right)$.
2.4. Lyapunov Exponents. Nonlinear system (3) can be described by the following vector notation form:

$$
\begin{equation*}
\dot{\Psi}(t)=\Phi(\Psi(t) ; \xi) \tag{6}
\end{equation*}
$$

where $\Psi(t)=\left(\psi_{1}, \psi_{2}, \ldots, \psi_{5}\right)^{T}, \Phi=\left(\phi_{1}, \phi_{2}, \ldots, \phi_{5}\right)^{T}, \xi$ is a set of parameters, and $(\cdot)^{T}$ stands for transpose. The linearized equations defining small deviations $\delta \Psi$ from the trajectory $\Psi(t)$ are written by

$$
\begin{equation*}
\delta \dot{\Psi}(t)=L_{i j}(\Psi(t) ; \xi) \delta \Psi \tag{7}
\end{equation*}
$$

where $L_{i j}=\partial \phi_{i} / \partial \psi_{j}(i, j=1,2,3,4,5)$ is the Jacobian matrix in the following form:

$$
L_{i j}=\left(\begin{array}{ccccc}
0 & 0 & a u_{5} & 0 & a u_{3}  \tag{8}\\
0 & 0 & 0 & a u_{5} & a u_{4} \\
b & 0 & 0 & 0 & 0 \\
0 & b & 0 & 0 & 0 \\
2 u_{1} & 2 u_{2} & 0 & 0 & c
\end{array}\right)
$$

The Lyapunov exponents $\lambda_{i}$ of the nonlinear system (3) are gained by

$$
\begin{equation*}
\lambda_{i}=\lim _{t \rightarrow \infty} \frac{1}{t} \log \frac{\delta \psi_{i}(t)}{\delta \psi_{i}(0)} . \tag{9}
\end{equation*}
$$

To compute the value of $\lambda_{i}$, we numerically solve (6) and (7) simultaneously by a simple Runge-Kutta algorithm of order 4. The abundant chaotic behavior for this nonlinear system (3) can also be given by plotting the separation of two nearby trajectories. The Lyapunov exponents of nonlinear system (3) are given for the reasonable initial values in Figures $2-4$. Fix $b=-4, c=-1$, and vary $a$; hyperchaotic attractors exist for $a \in(0,1.18], a \in(1.21,1.26], a \in(1.32,1.47]$, and chaotic attractors for $a \in(1.18,1.21], a \in(1.26,1.32]$ in Figure 2. Fix $a=1, c=-1$, and vary $b$; hyperchaotic attractors exist for $b \in(-20,0$ ] in Figure 3. Fix $a=1, b=-4$, and vary $c$; hyperchaotic attractors exist for $c \in(-1.76,-0.5]$ in Figure 4.
2.5. Bifurcation Diagrams. In this subsection, we present bifurcation diagrams of the parameters of system (3) which show other signs that demonstrate its dynamics. These diagrams are plotted in Figure 5. It is clear that the dynamics of system (3) are similar to those obtained in Section 2.4 using Lyapunov exponents.
2.6. Chaotic Attractors. In the section, the parameters are chosen as $a=2, b=1$, and $c=-1$; the initial values are assumed as $u_{1}(0)=2, u_{2}(0)=4, u_{3}(0)=4, u_{4}(0)=3$, and $u_{5}(0)=3$, and the complex nonlinear system (3) is chaotic. The chaotic attractors of system (3) for the same choice of the parameters and initial values are shown in Figures 6-9 in $\left(u_{1}, u_{3}\right),\left(u_{2}, u_{3}\right),\left(u_{2}, u_{4}\right)$, and $\left(u_{3}, u_{5}\right)$ planes, respectively.


Figure 2: Lyapunov exponents of system (3) for $a$.


Figure 3: Lyapunov exponents of system (3) for $b$.


Figure 4: Lyapunov exponents of system (3) for $c$.


Figure 5: Bifurcation diagrams.

## 3. Compound Synchronization

In the section, the scheme of compound synchronization is investigated, and we assume there are three drive complex systems and one response complex system.
3.1. Model and Preliminaries. Consider three drive chaotic complex nonlinear systems in the following form:

$$
\begin{align*}
& \dot{x}_{11}(t)=F_{11}\left(x_{1}(t)\right) P_{1}+f_{11}\left(x_{1}(t)\right), \\
& \dot{x}_{12}(t)=F_{12}\left(x_{1}(t)\right) P_{1}+f_{12}\left(x_{1}(t)\right), \tag{10}
\end{align*}
$$

$$
\dot{x}_{1 n}(t)=F_{1 n}\left(x_{1}(t)\right) P_{1}+f_{1 n}\left(x_{1}(t)\right)
$$

$\vdots$

$$
\begin{align*}
& \dot{x}_{21}(t)=F_{21}\left(x_{2}(t)\right) P_{2}+f_{21}\left(x_{2}(t)\right), \\
& \dot{x}_{22}(t)=F_{22}\left(x_{2}(t)\right) P_{2}+f_{22}\left(x_{2}(t)\right), \tag{11}
\end{align*}
$$

$$
\begin{align*}
& \dot{x}_{2 n}(t)=F_{2 n}\left(x_{2}(t)\right) P_{2}+f_{2 n}\left(x_{2}(t)\right) ; \\
& \dot{x}_{31}(t)=F_{31}\left(x_{3}(t)\right) P_{3}+f_{31}\left(x_{3}(t)\right), \\
& \dot{x}_{32}(t)=F_{32}\left(x_{3}(t)\right) P_{3}+f_{32}\left(x_{3}(t)\right), \tag{12}
\end{align*}
$$

$$
\dot{x}_{3 n}(t)=F_{3 n}\left(x_{3}(t)\right) P_{3}+f_{3 n}\left(x_{3}(t)\right)
$$



Figure 6: 2D projection of system (3), $u_{1}$ versus $u_{3}$.


Figure 7: 2D projection of system (3), $u_{2}$ versus $u_{3}$.


Figure 8: 2D projection of system (3), $u_{2}$ versus $u_{4}$.


Figure 9: 2D projection of system (3), $u_{3}$ versus $u_{5}$.
where $x_{1}=\left(x_{11}, x_{12}, \ldots, x_{1 n}\right)^{T}, x_{2}=\left(x_{21}, x_{22}, \ldots, x_{2 n}\right)^{T}$, and $x_{3}=\left(x_{31}, x_{32}, \ldots, x_{3 n}\right)^{T}$ are three state complex vectors and $x_{1}=x_{1}^{r}+j x_{1}^{i}, x_{2}=x_{2}^{r}+j x_{2}^{i}, x_{3}=x_{3}^{r}+j x_{3}^{i}$. Assume $x_{11}=u_{11}+j u_{12}, x_{12}=u_{13}+j u_{14}, \ldots, x_{1 n}=u_{12 n-1}+j u_{12 n}$, $x_{21}=u_{21}+j u_{22}, x_{22}=u_{23}+j u_{24}, \ldots, x_{2 n}=u_{22 n-1}+j u_{22 n}$, $x_{31}=u_{31}+j u_{32}, x_{32}=u_{33}+j u_{34}, \ldots, x_{3 n}=u_{32 n-1}+j u_{32 n}$, and then $x_{1}^{r}=\left(u_{11}, u_{13}, \ldots, u_{12 n-T}\right)^{T}, x_{1}^{i}=\left(u_{12}, u_{14}, \ldots, u_{12 n}\right)^{T}$, $x_{2}^{r}=\left(u_{21}, u_{23}, \ldots, u_{22 n-1}\right)^{T}, x_{2}^{i}=\left(u_{22}, u_{24}, \ldots, u_{22 n}\right)^{T}$, $x_{3}^{r}=\left(u_{31}, u_{33}, \ldots, u_{32 n-1}\right)^{T}, x_{3}^{i}=\left(u_{32}, u_{34}, \ldots, u_{32 n}\right)^{T} . F_{1}\left(x_{1}\right)$, $F_{2}\left(x_{2}\right)$, and $F_{3}\left(x_{3}\right)$ are three $n \times n$ complex matrices and the elements of complex matrix are functions of state complex variables; $F_{1}=\left(F_{11}, F_{12}, \ldots, F_{1 n}\right)^{T}, F_{2}=\left(F_{21}, F_{22}, \ldots, F_{2 n}\right)^{T}$, and $F_{3}=\left(F_{31}, F_{32}, \ldots, F_{3 n}\right)^{T} \cdot f_{1}=\left(f_{11}, f_{12}, \ldots, f_{1 n}\right)^{T}$, $f_{2}=\left(f_{21}, f_{22}, \ldots, f_{2 n}\right)^{T}$, and $f_{3}=\left(f_{31}, f_{32}, \ldots, f_{3 n}\right)^{T}$ are three vectors of complex nonlinear functions, $P_{1}=$ $\left(p_{11}, p_{12}, \ldots, p_{1 n}\right)^{T}, P_{2}=\left(p_{21}, p_{22}, \ldots, p_{2 n}\right)^{T}$, and $P_{3}=$ $\left(p_{31}, p_{32}, \ldots, p_{3 n}\right)^{T}$ are three $n \times 1$ real (or complex) vectors of system parameters, and superscripts $r$ and $i$ denote the real and imaginary parts of the state complex vectors $x_{1}, x_{2}$, and $x_{3}$, respectively.

The response chaotic complex system can be described by

$$
\begin{align*}
& \dot{y}_{1}=G_{1}(y) Q+g_{1}(y)+v_{1}+j v_{2}, \\
& \dot{y}_{2}=G_{2}(y) Q+g_{2}(y)+v_{3}+j v_{4} \tag{13}
\end{align*}
$$

$$
\dot{y}_{n}=G_{n}(y) Q+g_{n}(y)+v_{2 n-1}+j v_{2 n},
$$

where $y=\left(y_{1}, y_{2}, \ldots, y_{n}\right)^{T}$ is a state complex vector and $y=y^{r}+j y^{i}$. Assume $y_{1}=u_{1}^{\prime}+j u_{2}^{\prime}, y_{2}=u_{3}^{\prime}+$ $j u_{4}^{\prime}, \ldots, y_{n}=u_{2 n-1}^{\prime}+j u_{2 n}^{\prime}$, and then $y^{r}=\left(u_{1}^{\prime}, u_{3}^{\prime}, \ldots, u_{2 n-1}^{\prime}\right)$, $y^{i}=\left(u_{2}^{\prime}, u_{4}^{\prime}, \ldots, u_{2 n}^{\prime}\right)^{T} . G(y)$ is $n \times n$ complex matrix and the elements of it are functions of state complex variables; $G=\left(G_{1}, G_{2}, \ldots, G_{n}\right)^{T} . g=\left(g_{1}, g_{2}, \ldots, g_{n}\right)^{T}$ is a vector of complex nonlinear functions, $Q=\left(q_{1}, q_{2}, \ldots, q_{n}\right)^{T}$ is a
$n \times 1$ real (or complex) vector of system parameters, and superscripts $r$ and $i$ denote the real and imaginary parts of the state complex vector $y$, respectively. $v^{r}=\left(v_{1}, v_{3}, \ldots, v_{2 n-1}\right)^{T}$, $v^{i}=\left(v_{2}, v_{4}, \ldots, v_{2 n}\right)^{T}$ are the control laws to be designed.

Definition 1. If there exist three constant diagonal real matrices $A, B, C$, such that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} e=\lim _{t \rightarrow \infty}\left[A X_{1}\left(B X_{2}+C X_{3}\right)-Y\right]=0 \tag{14}
\end{equation*}
$$

can hold true, then three drive complex systems (10), (11), and (12) realized the compound synchronization with the response complex system (13), where the constant matrices $A$, $B, C$ are referred to as the real scaling matrices, four state vectors $x_{1}=\left(x_{11}, x_{12}, \ldots, x_{1 n}\right)^{T}, x_{2}=\left(x_{21}, x_{22}, \ldots, x_{2 n}\right)^{T}, x_{3}=$ $\left(x_{31}, x_{32}, \ldots, x_{3 n}\right)^{T}$, and $y=\left(y_{1}, y_{2}, \ldots, y_{n}\right)^{T}$ are described by four diagonal matrices $X_{1}=\operatorname{diag}\left(x_{11}, x_{12}, \ldots, x_{1 n}\right), X_{2}=$ $\operatorname{diag}\left(x_{21}, x_{22}, \ldots, x_{2 n}\right), X_{3}=\operatorname{diag}\left(x_{31}, x_{32}, \ldots, x_{3 n}\right)$, and $Y=$ $\operatorname{diag}\left(y_{1}, y_{2}, \ldots, y_{n}\right)$.

Remark 2. If one of these two constant diagonal real matrices $B \neq 0$ or $C \neq 0$, then the compound synchronization will be changed into a novel type of function projective synchronization between two different chaotic complex systems. If the scaling matrix $A=0$ or $B=C=0$, then the compound synchronization of the chaotic complex systems will be changed into a chaos control problem of the chaotic system.

Remark 3. Definition 1 shows that the compound drive system consists of more chaotic complex systems. In addition, these drive systems in the compound synchronization can be identical or different. At last, three constant diagonal real matrices can be extended to three constant diagonal complex matrices.

Remark 4. It is worth mentioning that the compound synchronization scheme is different from the previously investigated combination synchronization scheme of three chaotic systems [20, 21]. The combination system of two drive systems has achieved the combination synchronization scheme with one response system; however, the compound system of three chaotic complex systems has realized the compound synchronization with one response system in our scheme. The transmitted signal can be separated into several parts loaded in the mixed system of three different drive systems or three same drive systems with different initial conditions to increase antiattack ability and antitranslated capability.

Remark 5. In the compound synchronization scheme [22, 23], some studies have mostly been confined within four chaotic real systems, which are three drive real systems and one response real system. Four chaotic systems are real in the known results on compound synchronization; however, four chaotic systems are complex in our scheme. The adoption of complex chaotic systems has been given for secure communication and the complex variables (doubling the number of variables) to increase the capacities and security of the transmitted information for the compound synchronization.

For the convenience of our discussions, we assume $A=\operatorname{diag}\left(a_{1}, a_{2}, \ldots, a_{n}\right), B=\operatorname{diag}\left(b_{1}, b_{2}, \ldots, b_{n}\right), C=$ $\operatorname{diag}\left(c_{1}, c_{2}, \ldots, c_{n}\right)$ in our synchronization scheme.
3.2. Main Result. In the section, the compound synchronization between three drive complex systems (10), (11), and (12) and one response complex system (13) is investigated.

Theorem 6. If nonlinear controller is designed as the form

$$
\begin{align*}
v_{k} & =v_{2 k-1}+j v_{2 k}=a_{k}\left[F_{1 k}^{r}\left(x_{1}\right) P_{1}+f_{1 k}^{r}\left(x_{1}\right)\right]\left(b_{k} x_{2 k}^{r}\right. \\
& \left.+c_{k} x_{3 k}^{r}\right)-a_{k}\left[F_{1 k}^{i}\left(x_{1}\right) P_{1}+f_{1 k}^{i}\left(x_{1}\right)\right]\left(b_{k} x_{2 k}^{i}\right. \\
& \left.+c_{k} x_{3 k}^{i}\right)+a_{k} x_{1 k}^{r}\left\{b_{k}\left[F_{2 k}^{r}\left(x_{2}\right) P_{2}+f_{2 k}^{r}\left(x_{2}\right)\right]\right. \\
& \left.+c_{k}\left[F_{3 k}^{r}\left(x_{3}\right) P_{3}+f_{3 k}^{r}\left(x_{3}\right)\right]\right\} \\
& -a_{k} x_{1 k}^{i}\left\{b_{k}\left[F_{2 k}^{i}\left(x_{2}\right) P_{2}+f_{2 k}^{i}\left(x_{2}\right)\right]\right. \\
& \left.+c_{k}\left[F_{3 k}^{i}\left(x_{3}\right) P_{3}+f_{3 k}^{i}\left(x_{3}\right)\right]\right\}-G_{k}^{r}(y) Q-g_{k}^{r}(y) \\
& +l e_{k}^{r}+j\left\{a _ { k } ( F _ { 1 k } ^ { r } ( x _ { 1 } ) P _ { 1 } + f _ { 1 k } ^ { r } ( x _ { 1 } ) ) \left(b_{k} x_{2 k}^{i}\right.\right.  \tag{15}\\
& \left.+c_{k} x_{3 k}^{i}\right)+a_{k}\left(F_{1 k}^{i}\left(x_{1}\right) P_{1}+f_{1 k}^{i}\left(x_{1}\right)\right)\left(b_{k} x_{2 k}^{r}\right. \\
& \left.+c_{k} x_{3 k}^{r}\right)+a_{k} x_{1 k}^{r}\left[b_{k}\left(F_{2 k}^{i}\left(x_{2}\right) P_{2}+f_{2 k}^{i}\left(x_{2}\right)\right)\right. \\
& \left.+c_{k}\left(F_{3 k}^{i}\left(x_{3}\right) P_{3}+f_{3 k}^{i}\left(x_{3}\right)\right)\right] \\
& +a_{k} x_{1 k}^{i}\left[b_{k}\left(F_{2 k}^{r}\left(x_{2}\right) P_{2}+f_{2 k}^{r}\left(x_{2}\right)\right)\right. \\
& \left.+c_{k}\left(F_{3 k}^{r}\left(x_{3}\right) P_{3}+f_{3 k}^{r}\left(x_{3}\right)\right)\right]-G_{k}^{i}(y) Q-g_{k}^{i}(y) \\
& \left.+l e_{k}^{i}\right\},
\end{align*}
$$

then the compound synchronization between three drive systems (10), (11), and (12) and one response system (13) is achieved, where $l>0$ is a constant.

Proof. From the four chaotic complex systems, the synchronization error can be defined as follows:

$$
\begin{equation*}
e_{k}=e_{k}^{r}+j e_{k}^{i}=a_{k} x_{1 k}\left(b_{k} x_{2 k}+c_{k} x_{3 k}\right)-y_{k}, \tag{16}
\end{equation*}
$$

where $k=1,2, \ldots, n$. The derivative of the error system (16) can be written as

$$
\begin{align*}
\dot{e}_{k} & =a_{k} \dot{x}_{1 k}\left(b_{k} x_{2 k}+c_{k} x_{3 k}\right)+a_{k} x_{1 k}\left(b_{k} \dot{x}_{2 k}+c_{k} \dot{x}_{3 k}\right) \\
& -y_{k}=a_{k}\left[F_{1 k}^{r}\left(x_{1}\right) P_{1}+f_{1 k}^{r}\left(x_{1}\right)+j\left(F_{1 k}^{i}\left(x_{1}\right) P_{1}\right.\right. \\
& \left.\left.+f_{1 k}^{i}\left(x_{1}\right)\right)\right]\left[b_{k}\left(x_{2 k}^{r}+j x_{2 k}^{i}\right)+c_{k}\left(x_{3 k}^{r}+j x_{3 k}^{i}\right)\right] \\
& +a_{k}\left(x_{1 k}^{r}+j x_{1 k}^{i}\right)\left\{b _ { k } \left[F_{2 k}^{r}\left(x_{2}\right) P_{2}+f_{2 k}^{r}\left(x_{2}\right)\right.\right.  \tag{17}\\
& \left.+j\left(F_{2 k}^{i}\left(x_{2}\right) P_{2}+f_{2 k}^{i}\left(x_{2}\right)\right)\right]+c_{k}\left[F_{3 k}^{r}\left(x_{3}\right) P_{3}\right. \\
& \left.\left.+f_{3 k}^{r}\left(x_{3}\right)+j\left(F_{3 k}^{i}\left(x_{3}\right) P_{3}+f_{3 k}^{i}\left(x_{3}\right)\right)\right]\right\}-G_{k}^{r}(y) \\
& \cdot Q-g_{k}^{r}(y)-v_{2 k-1}-j\left[G_{k}^{i}(y) Q+g_{k}^{i}(y)+v_{2 k}\right] .
\end{align*}
$$

By the further computation, we get

$$
\begin{aligned}
\dot{e}_{k} & =a_{k}\left(F_{1 k}^{r}\left(x_{1}\right) P_{1}+f_{1 k}^{r}\left(x_{1}\right)\right)\left(b_{k} x_{2 k}^{r}+c_{k} x_{3 k}^{r}\right) \\
& -a_{k}\left(F_{1 k}^{i}\left(x_{1}\right) P_{1}+f_{1 k}^{i}\left(x_{1}\right)\right)\left(b_{k} x_{2 k}^{i}+c_{k} x_{3 k}^{i}\right) \\
& \cdot j\left[a_{k}\left(F_{1 k}^{r}\left(x_{1}\right) P_{1}+f_{1 k}^{r}\left(x_{1}\right)\right)\left(b_{k} x_{2 k}^{i}+c_{k} x_{3 k}^{i}\right)\right. \\
& \left.+a_{k}\left(F_{1 k}^{i}\left(x_{1}\right) P_{1}+f_{1 k}^{i}\left(x_{1}\right)\right)\left(b_{k} x_{2 k}^{r}+c_{k} x_{3 k}^{r}\right)\right] \\
& +a_{k} x_{1 k}^{r}\left\{b_{k}\left[F_{2 k}^{r}\left(x_{2}\right) P_{2}+f_{2 k}^{r}\left(x_{2}\right)\right]\right. \\
& \left.+c_{k}\left[F_{3 k}^{r}\left(x_{3}\right) P_{3}+f_{3 k}^{r}\left(x_{3}\right)\right]\right\} \\
& -a_{k} x_{1 k}^{i}\left\{b_{k}\left[F_{2 k}^{i}\left(x_{2}\right) P_{2}+f_{2 k}^{i}\left(x_{2}\right)\right]\right. \\
& \left.+c_{k}\left[F_{3 k}^{i}\left(x_{3}\right) P_{3}+f_{3 k}^{i}\left(x_{3}\right)\right]\right\} \\
& +j a_{k} x_{1 k}^{r}\left[b_{k}\left(F_{2 k}^{i}\left(x_{2}\right) P_{2}+f_{2 k}^{i}\left(x_{2}\right)\right)\right. \\
& \left.+c_{k}\left(F_{3 k}^{i}\left(x_{3}\right) P_{3}+f_{3 k}^{i}\left(x_{3}\right)\right)\right] \\
& +a_{k} x_{1 k}^{i}\left[b_{k}\left(F_{2 k}^{r}\left(x_{2}\right) P_{2}+f_{2 k}^{r}\left(x_{2}\right)\right)\right. \\
& \left.+c_{k}\left(F_{3 k}^{r}\left(x_{3}\right) P_{3}+f_{3 k}^{r}\left(x_{3}\right)\right)\right]-G_{k}^{r}(y) Q-g_{k}^{r}(y) \\
& -v_{2 k-1}-j\left[G_{k}^{i}(y) Q+g_{k}^{i}(y)+v_{2 k}\right]
\end{aligned}
$$

Hence,

$$
\begin{aligned}
\dot{e}_{k} & =a_{k}\left[F_{1 k}^{r}\left(x_{1}\right) P_{1}+f_{1 k}^{r}\left(x_{1}\right)\right]\left(b_{k} x_{2 k}^{r}+c_{k} x_{3 k}^{r}\right) \\
& -a_{k}\left[F_{1 k}^{i}\left(x_{1}\right) P_{1}+f_{1 k}^{i}\left(x_{1}\right)\right]\left(b_{k} x_{2 k}^{i}+c_{k} x_{3 k}^{i}\right) \\
& +a_{k} x_{1 k}^{r}\left\{b_{k}\left[F_{2 k}^{r}\left(x_{2}\right) P_{2}+f_{2 k}^{r}\left(x_{2}\right)\right]\right. \\
& \left.+c_{k}\left[F_{3 k}^{r}\left(x_{3}\right) P_{3}+f_{3 k}^{r}\left(x_{3}\right)\right]\right\} \\
& -a_{k} x_{1 k}^{i}\left\{b_{k}\left[F_{2 k}^{i}\left(x_{2}\right) P_{2}+f_{2 k}^{i}\left(x_{2}\right)\right]\right. \\
& \left.+c_{k}\left[F_{3 k}^{i}\left(x_{3}\right) P_{3}+f_{3 k}^{i}\left(x_{3}\right)\right]\right\}-G_{k}^{r}(y) Q-g_{k}^{r}(y) \\
& -v_{2 k-1}+j\left\{a _ { k } ( F _ { 1 k } ^ { r } ( x _ { 1 } ) P _ { 1 } + f _ { 1 k } ^ { r } ( x _ { 1 } ) ) \left(b_{k} x_{2 k}^{i}\right.\right. \\
& \left.+c_{k} x_{3 k}^{i}\right)+a_{k}\left(F_{1 k}^{i}\left(x_{1}\right) P_{1}+f_{1 k}^{i}\left(x_{1}\right)\right)\left(b_{k} x_{2 k}^{r}\right. \\
& \left.+c_{k} x_{3 k}^{r}\right)+a_{k} x_{1 k}^{r}\left[b_{k}\left(F_{2 k}^{i}\left(x_{2}\right) P_{2}+f_{2 k}^{i}\left(x_{2}\right)\right)\right. \\
& \left.+c_{k}\left(F_{3 k}^{i}\left(x_{3}\right) P_{3}+f_{3 k}^{i}\left(x_{3}\right)\right)\right] \\
& +a_{k} x_{1 k}^{i}\left[b_{k}\left(F_{2 k}^{r}\left(x_{2}\right) P_{2}+f_{2 k}^{r}\left(x_{2}\right)\right)\right. \\
& \left.+c_{k}\left(F_{3 k}^{r}\left(x_{3}\right) P_{3}+f_{3 k}^{r}\left(x_{3}\right)\right)\right]-G_{k}^{i}(y) Q-g_{k}^{i}(y) \\
& \left.-v_{2 k}\right\} .
\end{aligned}
$$

Separating real and imaginary parts in (19), one can obtain

$$
\begin{align*}
\dot{e}_{k}^{r} & =a_{k}\left[F_{1 k}^{r}\left(x_{1}\right) P_{1}+f_{1 k}^{r}\left(x_{1}\right)\right]\left(b_{k} x_{2 k}^{r}+c_{k} x_{3 k}^{r}\right) \\
& -a_{k}\left[F_{1 k}^{i}\left(x_{1}\right) P_{1}+f_{1 k}^{i}\left(x_{1}\right)\right]\left(b_{k} x_{2 k}^{i}+c_{k} x_{3 k}^{i}\right) \\
& +a_{k} x_{1 k}^{r}\left\{b_{k}\left[F_{2 k}^{r}\left(x_{2}\right) P_{2}+f_{2 k}^{r}\left(x_{2}\right)\right]\right. \\
& \left.+c_{k}\left[F_{3 k}^{r}\left(x_{3}\right) P_{3}+f_{3 k}^{r}\left(x_{3}\right)\right]\right\} \\
& -a_{k} x_{1 k}^{i}\left\{b_{k}\left[F_{2 k}^{i}\left(x_{2}\right) P_{2}+f_{2 k}^{i}\left(x_{2}\right)\right]\right. \\
& \left.+c_{k}\left[F_{3 k}^{i}\left(x_{3}\right) P_{3}+f_{3 k}^{i}\left(x_{3}\right)\right]\right\}-G_{k}^{r}(y) Q-g_{k}^{r}(y) \\
& -v_{2 k-1}, \\
& +a_{k}^{i}  \tag{20}\\
& =a_{k}\left(F_{1 k}^{r}\left(x_{1}\right) P_{1}+f_{1 k}^{r}\left(x_{1}\right)\right)\left(b_{k} x_{2 k}^{i}+c_{k} x_{3 k}^{i}\right) \\
& \left.+a_{1 k}\left(F_{1 k}^{i}\left(x_{1}\right) P_{1}+f_{1 k}^{i}\left(x_{2 k}^{i}\right)\right)\left(b_{k} x_{2 k}\right) P_{2}+f_{2 k}^{i}\left(x_{k} x_{3 k}^{r}\right)\right) \\
& \left.+a_{k} x_{1 k}^{i}\left(x_{3}\right) P_{3}+f_{3 k}^{i}\left(b_{k}\left(F_{2 k}^{r}\right)\right)\right] \\
& +c_{k}\left(x_{3 k}^{r}\left(x_{3}\right) P_{2}+f_{2 k}^{r}\left(x_{2}\right)\right) \\
& -v_{2 k}^{r} .
\end{align*}
$$

Choose a Lyapunov function candidate as

$$
\begin{equation*}
V\left(e^{r}, e^{i}\right)=\frac{1}{2} \sum_{k=1}^{n}\left[\left(e_{k}^{r}\right)^{T} e_{k}^{r}+\left(e_{k}^{i}\right)^{T} e_{k}^{i}\right] \tag{21}
\end{equation*}
$$

then time derivative of $V$ along the trajectory of the error systems (20) is as follows:

$$
\begin{aligned}
\dot{V} & =\sum_{k=1}^{n}\left(e_{k}^{r}\right)^{T} e_{k}^{r}+\left(\dot{e}_{k}^{i}\right)^{T} e_{k}^{i}=\sum_{k=1}^{n}\left\{a _ { k } \left[F_{1 k}^{r}\left(x_{1}\right) P_{1}\right.\right. \\
& \left.+f_{1 k}^{r}\left(x_{1}\right)\right]\left(b_{k} x_{2 k}^{r}+c_{k} x_{3 k}^{r}\right)-a_{k}\left[F_{1 k}^{i}\left(x_{1}\right) P_{1}\right. \\
& \left.+f_{1 k}^{i}\left(x_{1}\right)\right]\left(b_{k} x_{2 k}^{i}+c_{k} x_{3 k}^{i}\right) \\
& +a_{k} x_{1 k}^{r}\left\{b_{k}\left[F_{2 k}^{r}\left(x_{2}\right) P_{2}+f_{2 k}^{r}\left(x_{2}\right)\right]\right. \\
& \left.+c_{k}\left[F_{3 k}^{r}\left(x_{3}\right) P_{3}+f_{3 k}^{r}\left(x_{3}\right)\right]\right\} \\
& -a_{k} x_{1 k}^{i}\left\{b_{k}\left[F_{2 k}^{i}\left(x_{2}\right) P_{2}+f_{2 k}^{i}\left(x_{2}\right)\right]\right. \\
& \left.+c_{k}\left[F_{3 k}^{i}\left(x_{3}\right) P_{3}+f_{3 k}^{i}\left(x_{3}\right)\right]\right\}-G_{k}^{r}(y) Q-g_{k}^{r}(y) \\
& \left.-v_{2 k-1}\right\}^{T} e_{k}^{r}+\sum_{k=1}^{n}\left\{a_{k}\left(F_{1 k}^{r}\left(x_{1}\right) P_{1}+f_{1 k}^{r}\left(x_{1}\right)\right)\right. \\
& \cdot\left(b_{k} x_{2 k}^{i}+c_{k} x_{3 k}^{i}\right)+a_{k}\left(F_{1 k}^{i}\left(x_{1}\right) P_{1}+f_{1 k}^{i}\left(x_{1}\right)\right) \\
& \cdot\left(b_{k} x_{2 k}^{r}+c_{k} x_{3 k}^{r}\right)
\end{aligned}
$$

$$
\begin{align*}
& +a_{k} x_{1 k}^{r}\left[b_{k}\left(F_{2 k}^{i}\left(x_{2}\right) P_{2}+f_{2 k}^{i}\left(x_{2}\right)\right)\right. \\
& \left.+c_{k}\left(F_{3 k}^{i}\left(x_{3}\right) P_{3}+f_{3 k}^{i}\left(x_{3}\right)\right)\right] \\
& +a_{k} x_{1 k}^{i}\left[b_{k}\left(F_{2 k}^{r}\left(x_{2}\right) P_{2}+f_{2 k}^{r}\left(x_{2}\right)\right)\right. \\
& \left.+c_{k}\left(F_{3 k}^{r}\left(x_{3}\right) P_{3}+f_{3 k}^{r}\left(x_{3}\right)\right)\right]-G_{k}^{i}(y) Q-g_{k}^{i}(y) \\
& \left.-v_{2 k}\right\}^{T} e_{k}^{i} . \\
& =-\sum_{k=1}^{n} l\left[\left(e_{k}^{r}\right)^{T} e_{k}^{r}+\left(e_{k}^{i}\right)^{T} e_{k}^{i}\right] . \tag{22}
\end{align*}
$$

Since $V$ is positive definite and $\dot{V}$ is negative semidefinite, then the response system (13) can asymptotically synchronize the compound system between the drive complex systems (10), (11), and (12), respectively. This completes the proof.

The following corollaries are easily gained from Theorem 6, and their proofs are omitted.

Corollary 7. Assume the scaling matrix $B=0$; if the nonlinear controller is designed as the form

$$
\begin{align*}
v_{k} & =a_{k}\left[F_{1 k}^{r}\left(x_{1}\right) P_{1}+f_{1 k}^{r}\left(x_{1}\right)\right] c_{k} x_{3 k}^{r} \\
& -a_{k}\left[F_{1 k}^{i}\left(x_{1}\right) P_{1}+f_{1 k}^{i}\left(x_{1}\right)\right] c_{k} x_{3 k}^{i} \\
& +a_{k} x_{1 k}^{r} c_{k}\left[F_{3 k}^{r}\left(x_{3}\right) P_{3}+f_{3 k}^{r}\left(x_{3}\right)\right] \\
& -a_{k} x_{1 k}^{i} c_{k}\left[F_{3 k}^{i}\left(x_{3}\right) P_{3}+f_{3 k}^{i}\left(x_{3}\right)\right]-G_{k}^{r}(y) Q \\
& -g_{k}^{r}(y)+l e_{k}^{r} \\
& +j\left\{a_{k}\left[F_{1 k}^{r}\left(x_{1}\right) P_{1}+f_{1 k}^{r}\left(x_{1}\right)\right] c_{k} x_{3 k}^{i}\right.  \tag{23}\\
& +a_{k}\left[F_{1 k}^{i}\left(x_{1}\right) P_{1}+f_{1 k}^{i}\left(x_{1}\right)\right] c_{k} x_{3 k}^{r} \\
& +a_{k} x_{1 k}^{r} c_{k}\left[F_{3 k}^{i}\left(x_{3}\right) P_{3}+f_{3 k}^{i}\left(x_{3}\right)\right] \\
& +a_{k} x_{1 k}^{i} c_{k}\left[F_{3 k}^{r}\left(x_{3}\right) P_{3}+f_{3 k}^{r}\left(x_{3}\right)\right]-G_{k}^{i}(y) Q \\
& \left.-g_{k}^{i}(y)+l e_{k}^{i}\right\},
\end{align*}
$$

then the drive complex systems (10) and (12) will achieve a novel type of function projective synchronization with the response complex system (13), where $l>0$ is a constant.

Corollary 8. Assume the scaling matrix $C=0$; if the nonlinear controller is designed as the form

$$
\begin{aligned}
v_{k} & =a_{k}\left[F_{1 k}^{r}\left(x_{1}\right) P_{1}+f_{1 k}^{r}\left(x_{1}\right)\right] b_{k} x_{2 k}^{r} \\
& -a_{k}\left[F_{1 k}^{i}\left(x_{1}\right) P_{1}+f_{1 k}^{i}\left(x_{1}\right)\right] b_{k} x_{2 k}^{i} \\
& +a_{k} x_{1 k}^{r} b_{k}\left[F_{2 k}^{r}\left(x_{2}\right) P_{2}+f_{2 k}^{r}\left(x_{2}\right)\right] \\
& -a_{k} x_{1 k}^{i} b_{k}\left[F_{2 k}^{i}\left(x_{2}\right) P_{2}+f_{2 k}^{i}\left(x_{2}\right)\right]-G_{k}^{r}(y) Q \\
& -g_{k}^{r}(y)+l e_{k}^{r}
\end{aligned}
$$

$$
\begin{align*}
& +j\left\{a_{k}\left[F_{1 k}^{r}\left(x_{1}\right) P_{1}+f_{1 k}^{r}\left(x_{1}\right)\right] b_{k} x_{2 k}^{i}\right. \\
& +a_{k}\left[F_{1 k}^{i}\left(x_{1}\right) P_{1}+f_{1 k}^{i}\left(x_{1}\right)\right] b_{k} x_{2 k}^{r} \\
& +a_{k} x_{1 k}^{r} b_{k}\left[F_{2 k}^{i}\left(x_{2}\right) P_{2}+f_{2 k}^{i}\left(x_{2}\right)\right] \\
& +a_{k} x_{1 k}^{i} b_{k}\left[F_{2 k}^{r}\left(x_{2}\right) P_{2}+f_{2 k}^{r}\left(x_{2}\right)\right]-G_{k}^{i}(y) Q \\
& \left.-g_{k}^{i}(y)+l e_{k}^{i}\right\} \tag{24}
\end{align*}
$$

then the drive complex systems (10) and (11) will achieve a novel type of function projective synchronization with the response complex system (13), where $l>0$ is a constant.

Corollary 9. Assume the scaling matrices $A=0$ or $B=C=0$; in other words, the scaling matrices are the real matrices; if the control laws are chosen as

$$
\begin{align*}
v_{k}= & -G_{k}^{r}(y) Q-g_{k}^{r}(y)+l e_{k}^{r} \\
& +j\left(-G_{k}^{i}(y) Q-g_{k}^{i}(y)+l e_{k}^{i}\right) \tag{25}
\end{align*}
$$

then the equilibrium point of response system (13) is asymptotically stable.

Remark 10. In this paper, the effectiveness of the controller in terms of robustness to perturbations or discussion of stability for ranges and uncertainty in parameter values is little considered. With the development of science and technology, more uncertain factors appear to make the secure communication problem more complex and difficult to predict, which is a challenging problem in secure communication. How the method can be actually implemented in real secure communication is our future research direction.

## 4. Compound Synchronization Examples

For the convenience of our discussions, four identical chaotic complex systems are investigated to realize the compound synchronization behavior in the section. Therefore, three drive systems are given as follows:

$$
\begin{align*}
& \dot{x}_{11}=a x_{12} x_{13}, \\
& \dot{x}_{12}=1+b x_{11},  \tag{26}\\
& \dot{x}_{13}=x_{11} \bar{x}_{11}+c x_{13} ; \\
& \dot{x}_{21}=a x_{22} x_{23}, \\
& \dot{x}_{22}=1+b x_{21},  \tag{27}\\
& \dot{x}_{23}=x_{21} \bar{x}_{21}+c x_{23} ; \\
& \dot{x}_{31}=a x_{32} x_{33}, \\
& \dot{x}_{32}=1+b x_{31},  \tag{28}\\
& \dot{x}_{33}=x_{31} \bar{x}_{31}+c x_{33} .
\end{align*}
$$

The corresponding response system is as follows:

$$
\begin{align*}
& \dot{y}_{1}=a y_{2} y_{3}+v_{1}+j v_{2}, \\
& \dot{y}_{2}=1+b y_{1}+v_{3}+j v_{4},  \tag{29}\\
& \dot{y}_{3}=y_{1} \bar{y}_{1}+c y_{3}+v_{5} .
\end{align*}
$$

The feedback control law can be designed as follows:

$$
\begin{align*}
& v_{1}+ j v_{2} \\
&= a a_{1} x_{12} x_{13}\left(b_{1} x_{21}+c_{1} x_{31}\right) \\
&+a_{1} x_{11}\left(b_{1} a x_{22} x_{23}+c_{1} a x_{32} x_{33}\right)-a y_{2} y_{3}+l e_{1}^{r} \\
&+j l e_{1}^{i} \\
& v_{3}+ j v_{4} \\
&= a_{2}\left(1+b x_{11}\right)\left(b_{2} x_{22}+c_{2} x_{32}\right) \\
&+a_{2} x_{12}\left[b_{2}\left(1+b x_{21}\right)+c_{2}\left(1+b x_{31}\right)\right]-1-b y_{1}  \tag{30}\\
&+l e_{2}^{r}+j l e_{2}^{i} \\
& v_{5} \\
&= a_{3}\left(x_{11} \bar{x}_{11}+c x_{13}\right)\left(b_{3} x_{23}+c_{2} x_{33}\right) \\
&+a_{3} x_{13}\left[b_{3}\left(x_{21} \bar{x}_{21}+c x_{23}\right)+c_{3}\left(x_{31} \bar{x}_{31}+c x_{33}\right)\right] \\
&-y_{1} \bar{y}_{1}-c y_{3}+l e_{3}^{r} .
\end{align*}
$$

To verify the feasibility of compound synchronization scheme, the simulation results of compound synchronization are investigated for four identical chaotic complex systems (26)-(29). In the numerical simulations, the parameters are chosen as $a=1, b=-4, c=-1$, and the initial values of the drive systems and the response systems are randomly chosen as $\left(x_{11}(0), x_{12}(0), x_{13}(0)\right)^{T}=$ $(1+j, 1+j, 1)^{T},\left(x_{21}(0), x_{22}(0), x_{23}(0)\right)^{T}=(2+2 j, 2+$ $2 j, 2)^{T},\left(x_{31}(0), x_{32}(0), x_{33}(0)\right)^{T}=(3+3 j, 3+3 j, 3)^{T}$, $\left(y_{1}(0), y_{2}(0), y_{3}(0)\right)^{T}=(1+j, 1+j, 1)^{T}$, respectively. The scaling complex matrices and the constant $l$ are taken as $A=B=C=\operatorname{diag}(1,1,1)$ and $l=0.6$, respectively. The corresponding numerical results are shown in Figures 1014. Figures $10-14$ show the mixed system of drive systems (26), (27), and (28) can synchronize the response system (29), respectively. As one can see, synchronization errors $e_{i}(1,2,3,4,5)$ of time response have converged to zero, as $t \rightarrow 0$, which implies that systems (26)-(29) have achieved the compound synchronization, where $\operatorname{Re}(\cdot)$ and $\operatorname{Im}(\cdot)$ stand for real and imaginary parts of the complex variables.

Remark 11. In the simulation, since the third variables are the real variables for chaotic complex systems (26)-(29), we do not consider the imaginary part of the third variable. The design of controllers $v_{16}$ and $v_{26}$ is not considered to eliminate the influence of imaginary part. Hence, the compound synchronization of the third variable is limited to the real part of the third variable for chaotic complex systems


Figure 10: Compound synchronization of real part of the first variable.


FIGURE 11: Compound synchronization of imaginary part of the first variable.
(26)-(29) as Figure 14, which can save a lot of time and energy for our future applications.

## 5. Conclusion

A novel chaotic complex system has been designed in this paper, whose basic dynamical properties of chaotic complex system including invariance, dissipativity, equilibria, Lyapunov exponents, bifurcation diagrams, chaotic behavior, and chaotic attractors have been discussed. Based on compound synchronization of four chaotic real systems, a general scheme of compound synchronization among four chaotic complex systems has been investigated with regard to the


Figure 12: Compound synchronization of real part of the second variable.


Figure 13: Compound synchronization of imaginary part of the second variable.
real scaling matrices. According to Lyapunov stability theory, some sufficient conditions for compound synchronization of four chaotic complex systems have been gained via the adaptive control technique. Four novel chaotic complex systems are considered and the corresponding controllers have been given as an example to illustrate the effectiveness of the proposed scheme.
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Figure 14: Compound synchronization of real part of the third variable.
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