
Research Article
Application of Image Recognition Method Based on Diffusion
Equation in Film and Television Production

Liyuan Guo

School of Media, Xi’an Peihua University, Xian 710000, China

Correspondence should be addressed to Liyuan Guo; gly@peihua.edu.cn

Received 25 August 2021; Revised 13 September 2021; Accepted 14 September 2021; Published 4 October 2021

Academic Editor: Miaochao Chen

Copyright © 2021 Liyuan Guo. This is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

On the basis of studying the basic theory of anisotropic diffusion equation, this paper focuses on the application of anisotropic
diffusion equation in image recognition film production. In order to further improve the application performance of P-M
(Perona-Malik) anisotropic diffusion model, an improved P-M anisotropic diffusion model is proposed in this paper, and its
application in image ultrasonic image noise reduction is discussed. The experimental results show that the model can
effectively suppress the speckle noise and preserve the edge features of the image. Based on the image recognition technology,
an image frame testing system is designed and implemented. The method of image recognition diffusion equation is used to
extract and recognize the multilayer feature points of the test object according to the design of artificial neural network. To a
certain extent, it improves the accuracy of image recognition and the audience rating of film and television. Use visual features
of the film and television play in similarity calculation for simple movement scene segmentation problem, at the same time,
the camera to obtain information, use the lens frame vision measuring the change of motion of the camera, and use weighted
diffusion equation and the visual similarity of lens similarity calculation and motion information, by considering the camera
motion of image recognition, effectively solve the sports scene of oversegmentation problem such as fighting and chasing.

1. Introduction

With the advent of the Internet era, the network image traf-
fic is increasing with each passing day. Most users like to
watch movies or TV series with the characteristics of The
Times; among which, most of the dramas account for a lot.
Because the content of the play is old, the actors’ clothes
and scenes in the film and television sometimes do not con-
form to the background at that time, resulting in great mis-
takes. Therefore, it is particularly important to ensure that
the characters and scenes involved in each film or TV series
are in line with the background at that time in order to
improve users’ viewing experience and reduce the burden
of producers of films and TV dramas. Through the image
recognition of the diffusion equation, to detect the factors
that do not conform to the historical scene in the film and
television drama, greatly reduce the work of the director
and producer, and solve some problems existing in the
clothing and scene in the current film and television drama
and life.

Among various forms of digital images, film and televi-
sion images are the most accessible and indispensable form
of images in People’s Daily life. Like other digital images,
film and television images are unstructured data in form,
but they often have a strong plot structure in content, which
is often shown as a combination of scenes connected or asso-
ciated with each other in plot. This provides a certain factual
basis for automatic segmentation of scene structure and
scene recognition of film and television images. Generally,
the description data of film and television image content
includes the following forms: (1) For image metadata, image
metadata records information about the image (including
title and type) and the production of the image (director,
cast, producer, distributor). The metadata of film and televi-
sion images is generally provided by digital image distribu-
tors along with digital media resources [1]. (2) For image
structure data, image structure usually refers to the logical
structure between image frames and image fragments, such
as the connection, switch, and transfer between shots [2].
(3) For image semantic data, semantic data describes the
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scene, action, story plot, theme, and other semantic content
of the image itself [3], which is often obtained by identifying
the features of image frames and audio data, as well as from
subtitles and other auxiliary explanatory files.

Using image processing and recognition technology,
Muwen aims to develop software that can identify what an
actor is wearing and whether the scene is appropriate for
the shooting. Using the neural network technology of deep
learning and based on the image recognition technology,
the artificial neural network is designed according to the
multilevel, which can extract, analyze, identify, and detect
the feature points of the target and effectively find out the
factors that do not conform to the historical scene in the film
and television plays.

2. Related Work

Image recognition has achieved great development with
the help of deep learning technology and has been widely
applied in various fields at home and abroad. Some
scholars to apply image recognition technology content
detection of image frames, in view of the existing retrieval
scenario framework and clothing problems [4], the miss-
ing clothing information recognition for dress design opti-
mization and scene design recognition problems, this
paper proposes a new garment segmentation method and
based on cross domain dictionary learning recognition of
dress design. A new image information retrieval algorithm
[5, 6] based on scale-invariant feature transform features is
proposed, which is applied to content-based image infor-
mation retrieval and improves the traditional image simi-
larity method to accurately and quickly scan the content
of the image. The classic deep network [7] is proposed
to extract clothing and scene features, and the specialized
data is trained repeatedly to make the network features
more significant. Image recognition technology has more
and more penetrated into daily life. In order to improve
audience rating and make scenes of costume dramas more
accurate, image recognition technology provides new ideas
for whether scenes in films and TV dramas conform to
historical background [8].

The research on the structure analysis of film and tele-
vision images can be divided into two categories: shot-
based segmentation and scene-based segmentation from
the granularity of time. In lense-based segmentation, the
image is first detected and represented as a set of fixed
or indefinite length image frames. A shot segmentation
algorithm based on image color histogram [9] is proposed.
This method and its deformation are widely used in image
shot segmentation. Scene-based segmentation takes the
background in the process of image plot development as
a reference and clusters the temporal sequences with the
same semantics to form a shot set representing the scene.
Scene-based image segmentation is also called image scene
boundary detection. In general, image scene boundary
detection algorithms can be divided into two categories:
methods based on domain-related prior models and
domain-independent methods based on image production
principles [10]. The method based on domain-related

model needs to establish corresponding prior models
according to image types and related domain knowledge
[11]. Therefore, before this method is applied to a new
domain, it is necessary to establish a prior model that
depends on domain-related expertise, which is relatively
limited. However, the domain-independent method is usu-
ally based on the principle of image production, clustering
image shots according to the visual similarity and the
characteristics of time constraints, clustering the shots that
express the semantics of similar scenes in a time contin-
uum into shot clusters, and then constructing the scene
on this basis. This method does not require professional
knowledge in related fields, so it is widely used in scene
boundary detection of film and television images.

Scholars proposed to use the evolution of the scene
graph to describe the scene graph model [12]. Each vertex
in the figure represents an image of a scene; each edge repre-
sents the visual similarity between two shots in position and
time; the full link method is used to calculate the similarity
of the shots, and the hierarchical clustering method is used
to form subgraph; each cluster of subgraph represents a
scene. Similar graph clustering method is used to find the
story in the image unit [13], to use vision algorithms to
detect changes in image scenes, it is necessary to calculate
the similarity between the two shots of the image. When
the image file or contains a large number of lenses (for
example, the number of lens film images can reach thou-
sands or more), a lot of time and calculations are required,
which leads to low efficiency. At the same time, with images
of the scene lens must be continuous on time; you can use
the limited time approach to the shot clustering, and litera-
ture [14] puts forward within the fixed time window T lens
clustering method based on similarity shots, but because in
the image, based on the plot and story rhythm slow degree
is different, the length of the image lens also varies greatly,
so it is more reasonable to use a fixed lens window than a
fixed time window. Literature [15] proposed an algorithm
for image scene detection based on a sliding window with
fixed lens window length. Literature [16] analyzes the back-
ground pictures in the same scene shot to complete scene
boundary detection of film and television images. For scene
recognition of image, the underlying features of the image
are usually used to complete the mapping from the underly-
ing features to the scene category through machine learning
method. According to the type of characteristics and in gen-
eral can be divided into scene recognition method based on
global features and recognition method based on local fea-
tures of the scene, typical global features are [17, 18] pro-
posed C71St characteristics, the use of frequency domain
information of image scene, said the global shape of this
method in the recognition of outdoor scene, and good
results have been achieved in the classification. However,
the recognition effect of indoor scene is not very ideal. Rela-
tive to the global features, local feature better describes the
detail of the image information; thus, a global feature in
many recognition task has a better performance; the typical
image scene recognition methods are mainly based on local
feature hierarchical model classification method; the charac-
teristics of the pyramid matching method and scene
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recognition method are based on the characteristics of CEN-
TRIST descriptor [19]. The above methods can achieve cer-
tain results in specific image scene recognition, but the
results are often poor when applied directly to image scene
recognition. And most of the research on the current image
scene recognition for a particular image category in the field
of classification and identification, such as in the images of
the sports football, table tennis, advertising image recogni-
tion, image stream, and video image scene classification
problem, is relatively complex, often because of video image
in the process of filming; for reasons of artistry, there will be
a lot of shooting angle, light intensity, and other changes and
often a lot of camera movement, long lens, and other differ-
ent shooting techniques, all of which make it more difficult
to identify the scene of film and television images. In litera-
ture [20, 21], action recognition and scene recognition
images are combined to extract a variety of local features
for action and scene training and recognition. At the same
time, using the traditional underlying features to represent
images or images and because of the underlying characteris-
tics often contain semantic information is very limited, often
when dealing with complex tasks based on semantic incom-
petence [22, 23]; as a result, the underlying characteristics of
different often has good effect to the specific processing tasks
and in other task performance in general. Trying to use
intermediate semantics to represent images and images has
been an important research direction for a long time. The
proposed image-based representation method [24–26]
achieves good results in scene recognition of images. It uses

the objects contained in the image as the intermediate
semantic features of the image and uses the SVM classifier
for scene recognition of the image.

However, all of the above methods have some limita-
tions. For example, the time locality of the shot in the same
scene is not taken into account, which requires a lot of calcu-
lation, but only the color similarity of the shot is considered,
and the similarity of the shot in the moving state is smaller
than that in the static state, which leads to the oversegmen-
tation problem. The global similarity between the shots is
used, and the motion characteristics of the shots are added,
and then the sliding window technology based on the num-
ber of shots is used to detect the image scene.

3. Image Recognition Based on Anisotropic
Diffusion Equation

3.1. Diffusion Model of Heat Conduction Equation. The
intermediate score vector graph of a set of object perception
filters is used as the image feature, and a simple linear clas-
sifier is used for the scene recognition task. The proposed
image recognition method is shown in Figure 1. The image
recognition using the diffusion equation can easily distin-
guish and classify different scenes [27]. At the same time,
with the popularization of the Internet, it is becoming easier
and easier to obtain large-scale digital images. The corre-
sponding object recognition model can be easily trained by
using the annotated object images.
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Figure 1: Image recognition framework of diffusion equation.
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After discretization, T is the class, and i is the time; the
classical P-M equation is

Ts+△i
s = Ti

s +〠
i

c△Iis ∗
△i
s
: ð1Þ

By analyzing the characteristics of anisotropic diffusion
function cðsÞ and following the design principle of diffusion
coefficient, s is the diffusion; the following diffusion coeffi-
cients are constructed:

c sð Þ = t − s/kð Þ2
t + s/kð Þ2 , ð2Þ

where K represents the threshold parameter of the edge
amplitude. An automatic estimation method of diffusion
threshold is

K = T0e
−ts, ð3Þ
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3.2. Image Recognition Interaction of Diffusion Equation. For
image matching based on feature points, the relevant ele-
ments of a scene picture similar to the image are obtained
by locking a frame of image. The feature points of the two
images are edge-extracted, and the pixel gray level of the cor-

responding feature point area is calculated. The correlation
coefficient is used to determine whether the two images are
of the same period. The image matching process based on
feature points is shown in Figure 2.

The object model of deformable parts mainly solves the
problem of object recognition under different angles and
deformation. The object is represented as a set of deformable
parts in relative position. Each part model describes the local
features of the object. The relative positions of the parts are
variable through spring-like connections. And the discrimi-
nant learning is carried out through the image marked only
with the whole position box of the object. Deformable object
model continuous has achieved the best results in PASCAL
VOC recognition tasks.

The object model of the deforming part uses the 3-
dimensional gradient direction histogram feature and pro-
vides an alternative of using the 3-dimensional feature vec-
tor obtained by using both the contrast sensitive and
contrast insensitive features. The detection scores of small
and large objects in the image are calibrated. The gradient
direction histogram feature is a more commonly used image
feature descriptor at present, which is used in object detec-
tion. It uses the gradient direction histogram of the image
in locally dense cells with uniform size and uses overlapping
local contrast normalization technology to improve the
accuracy of object detection.

Let ðx, yÞ be a pixel of the image and uðx, yÞ and rðx ; yÞ
are the gradient direction and gradient amplitude of the
image at the position ðx, yÞ, respectively:

T x, yð Þ = rou
u x, yð Þ

2
mod
t

: ð6Þ
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Figure 2: Image matching flow based on feature points.
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The wavelet denoising method with better effect of
removing Gaussian noise is compared with the nonlinear
total variation partial differential equation denoising
method. In wavelet denoising, different thresholds are
selected according to different decomposition scales:

t j =
δ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
lg Tð Þp

lg j + 1ð Þ , ð7Þ

where T is the signal length, j is the current number of
decomposition layers, and j is the maximum number of
decomposition layers. The method to estimate the wavelet
coefficient is

�wj,k =
wj,k,wj,k ≥ δ

0, other

(
: ð8Þ

The measurement parameters calculated by using the
image recognition method of diffusion equations (1) to (8)
are listed in Table 1.

4. Image Scene Structure Analysis and
Recognition Based on Film
Diffusion Equation

With the rapid development of digital multimedia technol-
ogy and the popularization of the Internet, digital image
resources have increasingly become an important part of
People’s Daily entertainment. At the same time, because
the film and television images are unstructured data, how
to effectively organize and manage the film and television
resources and provide users with the ability to quickly locate
the content of interest is an important topic for the study of
image content. The video image scene structure analysis and
recognition system are aimed at segmenting the video image
scene and obtaining the structure unit of the video image
with the scene as the semantic, so as to realize the image
scene semantic structured storage and management. At the
same time, scene recognition is carried out for scene frag-
ments of film and television images, and scene tags are auto-
matically annotated to obtain scene semantic content, so as
to provide retrieval capability based on scene semantic for
film and television images.

For the input image, the scene structure is analyzed first.
Scene change detection based on image lens, therefore, first
of all, based on visual similarity of image frame shot segmen-
tation, and image lens with multiple frames represent key
frames and then use the shot key frames of visual character-
istics and movement characteristics that were similar to the
lens clustering, and by using the scenario development
model law and similar adjacent interlaced lens to merge,
the scene structure unit of the image is obtained. Then, key
frames of image scene clips on the set of predefined object,
which can identify and use the object image frame according
to test results of statistics and information in order to get a
panoramic view of the image scene, using all the largest pool

of key frames and the average pooling results as image scene
clips feature for image scene training and recognition.

After the data set of key points is obtained, the time of
landing of left and right feet is marked, and other prepro-
cessing is performed manually, which forms the basis of
the next model training. We expect to fit the original data
and the marked data through machine learning and finally
train a model that can determine the step fall according to
the coordinate relationship of human body nodes in each
frame, which can be used for the recognition of images in
actual work. In this link, two common neural network algo-
rithms, support vector machines (SVM) and multilayer per-
ceptron (MLP), were used. We observed their performance
during the process and compare their results and evaluate
their differences.

For the acquisition of training samples, a GH5 camera
was used to shoot individual motion image segments of sev-
eral different states in the format of 1080p/60fps, including
two camera positions and four dimensions of movement
(Table 1), so as to ensure the diversity of character move-
ment. Single and not many people are given at the beginning
of the experiment control unnecessary variables as far as
possible. In fact, the attitude judgment accuracy of Open-
pose for people with the same image is basically the same
as that of a single person. If the final training model can be
applied to the results, many image processing will only
amplify simple calculations. Also, the original reason to con-
sider 60 fps was to be consistent with the base number of
minutes and seconds, reducing some errors for manual cor-
rections that might occur in certain segments. However, the
increase of the amount of test data caused unnecessary dis-
turbance to the accuracy of the model in the experiment.
After observation, it is found that lower frame rate can solve
the above two problems to some extent, which not only
improves the accuracy but also reduces the calculation cost.
Therefore, the frame rate and resolution of the shot picture
are reduced to 720p/30fps data. The data processing process
is shown in Figure 3.

Table 1: Performance analysis of wavelet threshold and nonlinear
total variation image recognition.

Variance Image recognition method P PSNR

0.01

Coif2 0.802 19.69

Sym4 0.8529 20.46

Total variation 0.973 26.58

0.05

Coif2 0.785 16.89

Sym4 0.835 16.77

Total variation 0.979 21.67

0.1

Coif2 0.795 14.56

Sym4 0.986 15.78

Total variation 0.967 18.56

0.15

Coif2 0.702 12.78

Sym4 0.795 13.65

Total variation 0.857 15.64
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MLP or SVM algorithm is difficult to extract features
from the internal information of the picture. Each point is
an absolute coordinate value, which means that when the
character moves from left to right in the picture, the x value
of the point will gradually increase. When the character
moves up and down in the picture, the Y value will produce
some noise. The absolute coordinate values of x and y can be
converted to relative coordinate values by:

xr =
x1 + xt

2 , xti = xi − xr , ð9Þ

yr =
y1 + yt

2 , yti = yi − yr: ð10Þ

Since the Openpose can infer the pose of the inner part
of the figure painting, when the body part of the figure is
blocked or beyond the picture, the value of this part of the
point will be. As a result, the values of this part become dis-

crete values, which will also affect the fitting of the model.
Therefore, the missing frame F is filled with the following
method:

tn =
tn−1 + tn+1

2 : ð11Þ

On the other hand, in the picture, the characters will also
move in the depth direction of the picture, which means that
in the same image, if the characters move in the depth, the
absolute distance between points will change according to
the rule of near, far, and small, which is equivalent to adding
noise that cannot be ignored on the timing axis. Before data
input, this part of noise is removed by the following normal-
ization method:

xryr =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x1 − xrð Þ2 + y1 − yrð Þ2

q
, ð12Þ

xri , yr =
xryr
x1y1

: ð13Þ

In the training process, one frame was taken as a unit
sample, aiming to determine whether the movement period
of the figure’s footsteps was left or right through the joint
coordinate information of each frame. In the training pro-
cess, the movement modes of characters are divided into
the following categories for training:

(1) Fixed machine position, four-way figure position
fixed footstep movement

Training data
acquisition

Shoot video

Identify attitude

Data indicate

Export sequence

Sequence transformation

Noise reduction

Normalized

Training model

Fixed reservation

Tracking character

Model training

Import timeline

Yes

No

Feature extraction

Characteristics
of the library

Figure 3: Data processing flow chart of film and television production.

Table 2: Image scene boundary detection test data information.

Movie name Movie style Lens number Scenario

A River Runs Through
It (R.R)

Relieve 145 18

Forrest Gump (F.G) Calm 113 15

The Sixth Sense (S.S) Nervous 962 67

Leo (Leo) Action 172 25

Thanks.To.Family (T.T.F) Affection 193 23
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(2) Fixed machine position, characters to the deep posi-
tion of the foot movement

(3) Fixed position, characters in the picture from left to
right/from right to left movement

(4) The machine follows the character, and the character
moves forward head-on

(5) The machine follows the character, and the character
moves backward

(6) The machine follows the character, and the character
moves sideways

The purpose is to make the generated graph and the tar-
get graph consistent in the low dimensional space and get
the generated image with clearer contour. The L1 loss of
the generated image and the target image is divided into
two parts. One part is the Llloss between the output image
and the target image after the damaged image passes
through the generated network. The other part is the Llloss
Gðx, zÞ between the output image E and the target image
after the target image is generated through the network.

Lx−G Xð Þ = Ex,y x − G x, zð Þk k, ð14Þ

Ly−G yð Þ = Ex,y y − G y, zð Þk k, ð15Þ
LL1= Lx−G Xð Þ + Ly−G yð Þ: ð16Þ

The application of diffusion equation can be mainly
divided into two categories: one is the basic iterative scheme,
which makes the image gradually close to the desired effect
by updating with time, represented by Perona and Malik’s
equation, and the subsequent work on its improvement. This

method has the function of backward diffusion as well as
forward diffusion, so it has the ability of smoothing image
and sharpening edge. However, it is not stable in practical
application because it is a sick problem. The other is based
on the idea of variational method, which makes the image
smooth by determining the energy function of the image
and minimizing it, such as the widely used overall varia-
tional TV (total variation) model. It is more stable than the
first method and has a clear geometric explanation. How-
ever, the image has no edge sharpening because it does not
have the ability of backward diffusion. By adjusting the ruler
library parameters according to the noise intensity at each
step of the iteration, the pseudo edge can be preserved.
The corresponding denoising method is adopted for noise.
Among the denoising methods of sonar images, the method
based on diffusion equation has some advantages that the
classical algorithms do not have. It can remove the noise
and keep the details of the image. However, because the dif-
fusion equation denoising is an iterative operation, when the
noise is large, in order to better remove the noise, the oper-
ation speed is affected to a certain extent. However, after fil-
tering, the noise information is obviously reduced, the image
is clearer, the SNR is high, and the edge of the image is well
maintained. And it has high peak signal to noise ratio and
edge retention evaluation parameters.

5. Example Verification

Because different types of film and television images have
great differences in the length of shots and scene fragments,
different scene boundary detection algorithms have great
differences in the performance of different types of images.
In order to evaluate the accuracy and comprehensiveness,
the text is selected in different types of movies for evaluation.
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Among them, Hollywood’s The Sixth Sense uses all the shots
except the beginning and end of the credits, while other
movies select part of the footage in the middle of the image
to mark the scene. In these films, A River Runs through it,
Forrest Gump, and Thanks To Family, the rhythm is rela-
tively gentle, and the changes in the shot are relatively small.
The Sixth Sense is the violent images in the database of
Media Eval Affect 2012. The plot is relatively compact, and
some shots have great changes. Leo is an action movie,
which contains a lot of fighting, gun fighting, and other
shots, and there are drastic changes in the shots. Use these

different genres and styles of films to ensure the reliability
and comprehensiveness of the review results. Table 2 shows
the information about the reviewed movies.

In the training process, the network is often difficult to
converge to the local optimal solution due to the excessive
weight update. To solve this problem, the cross lineal loss
function with smoothing term is added in Lreal/false and
Lreal/false∗. Figure 4 shows the comparison between the loss
function of cross siblings during training with and without
smoothing items, where the red solid line indicates that
smoothing items are added, and the blue dotted line
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indicates that smoothing items are not added. The sigmoid
function outputs 0 to 1, whereas the network is trained when
the output value is. The corresponding log value fluctuates
greatly, which makes the gradient transfer unstable. By add-
ing smoothing item to restrain its fluctuation, adding loss
function of smoothing item in the training process can make
the network converge better and faster.

Figure 5 shows the change process of data accuracy
improvement after each step of data preprocessing method.
The order is from left to right and from top to bottom.
The ordinate of each icon is the value of precision conver-
gence after each step, and the abscissa is the time (frame).
The curves of different colors in each figure represent the
fluctuation range of different characteristic values.

Take 10, 20, 30, 40, 50, 60, 70, 80, 90, and 100 projection
intervals, respectively, to make a projection interval and dis-
tance between two classes between the two in three types of
curves as shown in Figure 6. It can be seen that with the
increase of projection interval, the distance between classes
gradually decreases to a certain distance, and the calculation
time of invariant moment also increases. The higher the dis-
tance between classes, the higher the recognition rate. The
shorter the calculation time, the smaller the calculation, con-
sidering the recognition time and recognition rate.

Object Bank features were extracted from the training
data and made statistics. The statistical information obtained
is shown in Figure 7. Figure 7, respectively, represents the
statistical results of bedroom, dining room, living room,
and street scene. The statistical results show that the image
features are consistent with people’s cognition of image
and image scene.

In view of the Gaussian noise in film and television pro-
duction, this paper applies the commonly used image
denoising methods to film and television production. It is
found that these denoising methods destroy the details of
the image while denoising, which will have an impact on
the future recognition and detection work. The performance
of image denoising methods based on wavelet transform and

total variation image denoising methods based on partial
differential equation are analyzed. The experimental results
show that both of them can keep the details of the image bet-
ter, but the latter is better than the former. Aiming at the
speckle noise caused by the imaging basis of film and televi-
sion production, this paper attempts to apply the improved
anisotropic diffusion equation to the speckle suppression of
film and television production and adopts the anisotropic
diffusion model to remove the speckle noise. By modifying
the diffusion coefficient, the diffusion equation can adjust
the diffusion coefficient according to the noise of the image
and can be more sensitive to the detail information such as
the edge of the image.

6. Conclusion

Boundary detection and image to image scene recognition,
on the basis of structure analysis and formation of the film
and television image scene recognition system, the structure
of the film and television image semantic unit into a scene,
scene semantic annotation, and automation, so as to realize
semantic image storage and index based on the scene, pro-
vide the basis for content-based image retrieval. Improved
anisotropic diffusion equation was applied to image ultra-
sonic image noise reduction; the experimental results show
that for ultrasonic image contains a lot of speckle noise,
using the method of noise reduction, and enhance the stabil-
ity of anisotropy and computing time, and the number of
iteration is much better than the classical P-M equation
and Lin Shi operator, and the effect of filter edge perfor-
mance has a clear advantage. As deep learning has begun
to step into digital image processing, especially convolu-
tional neural network has initially achieved satisfactory
results in image recognition and other fields, image recogni-
tion methods based on deep learning have also been pro-
posed and developed in recent years, becoming a research
hotspot and awaiting further exploration.
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Figure 7: Statistical results of Object Bank features in four different scenarios.

9Advances in Mathematical Physics



Data Availability

The data used to support the findings of this study are avail-
able from the corresponding author upon request.

Conflicts of Interest

The authors declare that they have no known competing
financial interests or personal relationships that could have
appeared to influence the work reported in this paper.

References

[1] R. Zeng, “Research on the application of computer digital ani-
mation technology in film and television,” Journal of Physics:
Conference Series, vol. 1915, no. 3, pp. 032047–032053, 2021.

[2] P. Li and S. Tian, “Research on image communication of urban
film and television advertisement based on complex embedded
system,” Microprocessors and Microsystems, vol. 83,
pp. 103996–104012, 2021.

[3] N. T. Bani and S. Fekri-Ershad, “Content-based image retrieval
based on combination of texture and colour information
extracted in spatial and frequency domains,” The Electronic
Library, vol. 37, no. 4, pp. 650–666, 2019.

[4] X. Zhao, J. Cao, and Z. Zhou, “A novel PDE-based single image
super-resolution reconstruction method,” International Jour-
nal of Pattern Recognition and Artificial Intelligence, vol. 31,
no. 6, article 1754010, 2017.

[5] M. Yang, Y. Xia, L. Jia, D. Wang, and Z. Ji, “A modular design
method based on TRIZ and AD and its application to cutter
changing robot,” Advances in Mechanical Engineering,
vol. 13, no. 7, Article ID 168781402110343, 2021.

[6] Z. Xiao, X. Liu, and J. Wu, “Knitted fabric structure recogni-
tion based on deep learning,” Journal of the Textile Institute,
vol. 109, pp. 51–57, 2018.

[7] Y. Liu, L. D. Dominicis, and B.Wei, “Regularization based iter-
ative point match weighting for accurate rigid transformation
estimation [J],” IEEE Transactions on Visualization & Com-
puter Graphics, vol. 21, no. 9, pp. 1058–1071, 2015.

[8] D. Maisto, F. Donnarumma, and G. Pezzulo, “Nonparametric
problem-space clustering: learning efficient codes for cognitive
control tasks,” Entropy, vol. 18, no. 2, pp. 61–87, 2016.

[9] Y. Zhang and Q. Xiong, “Color perception and recognition
method for Guangdong embroidery image based on discrete
mathematical model,” Journal of Intelligent and Fuzzy Systems,
vol. 40, no. 14, pp. 1–11, 2020.

[10] A. Mukhopadhyay, Z. Qian, S. M. Bhandarkar, T. Liu,
S. Voros, and S. Rinehart, “Morphological analysis of the left
ventricular endocardial surface using a bag-of-features
descriptor,” IEEE Journal of Biomedical & Health Informatics,
vol. 19, no. 4, pp. 1483–1493, 2015.

[11] A. Sekhavatian and A. J. Choobbasti, “Application of random
set method in a deep excavation: based on a case study in Teh-
ran cemented alluvium,” Frontiers of Structural and Civil Engi-
neering, vol. 13, no. 1, pp. 66–80, 2019.

[12] F. Li and Z. Wang, “Application of digital media interactive
technology in post-production of film and television anima-
tion,” Journal of Physics: Conference Series, vol. 2021, no. 1,
pp. 12039–12046, 1966.

[13] W. S. Masykuri, E. Khatizah, and F. Bukhari, “The application
of perceptron method in predicting student graduation based

on several identified key factors,” Journal of Physics Conference
Series, vol. 2021, no. 1, pp. 12060–12078, 2021.

[14] X. Zhang, C. Xu, M. Li, and R. K. F. Teng, “Study of visual
saliency detection via nonlocal anisotropic diffusion equation,”
Pattern Recognition, vol. 48, no. 4, pp. 1315–1327, 2015.

[15] A. Hjouji, J. El-Mekkaoui, and M. Jourhmane, “Mixed finite
element method for nonlinear diffusion equation in image
processing,” Pattern Recognition and Image Analysis, vol. 29,
no. 2, pp. 296–308, 2019.

[16] H. Wang and B. G. Zheng, “Research and application of multi-
scale representation and regularization method in image rec-
ognition,” Journal of Physics: Conference Series, vol. 1544,
no. 1, pp. 12159–12165, 2020.

[17] M. Molina-Calle, V. S. de Medina, M. P. D. de la Torre,
F. Priego-Capote, and M. D. L. de Castro, “Development and
application of a quantitative method based on LC–QqQ
MS/MS for determination of steviol glycosides in Stevia
leaves,” Talanta, vol. 154, pp. 263–269, 2016.

[18] A. Ahm and B. Ss, “Application of the MTSVD method in the
experimental X-ray spectrum unfolding in the diagnostic
energy range using CR film and Plexiglas wedge,” Radiation
Physics and Chemistry, vol. 183, article 109393, 2021.

[19] J. Yang, K. Liu, and M. Zhang, “Research and application of
business ability evaluation based on DBSCAN algorithm and
entropy method,” Journal of Physics: Conference Series,
vol. 1881, no. 3, pp. 32064–32074, 2021.

[20] S. Ahmad, R. Kothari, and V. V. Pathak, “Response surface
methodology–based extraction optimization with application
of ZrCl4 as novel quenching agent for enhancement of bio-
oil yield from Jatropha curcas and Chlorella pyrenoidosa,” in
Biomass Conversion and Biorefinery, pp. 1–15, Springer, 2021.

[21] H. Tang, “Research on recognition and application of seawater
parameters based on digital image processing,” Microproces-
sors and Microsystems, vol. 10, pp. 103415–103429, 2020.

[22] Z. Q. Zhao, Z. G. Ma, and Y. T. Liu, “Research and application
of multiscale representation and regularization method in
image recognition,” Paper Asia, vol. 2, no. 1, pp. 165–168,
2019.

[23] J. Wang, Y. Di, and X. Rui, “Research and application of
machine learning method based on swarm intelligence optimi-
zation,” Journal of Computational Methods in Sciences and
Engineering, vol. 19, no. 2, pp. 121–129, 2019.

[24] L. Zhang, X. Tong, and L. Wei, “Method and application of
occupant injury prediction in train accident based on anthro-
pomorphic simulation test,” Zhongguo Tiedao Kexue/China
Railway Science, vol. 39, no. 3, pp. 117–124, 2018.

[25] A. B. Smywinski-Pohl, “Application of morphosyntactic and
class-based language models in automatic speech recognition
of polish,” International Journal of Artificial Intelligence Tools,
vol. 25, no. 2, pp. 1650006–1650025, 2016.

[26] D. U. Zhuokun, W. Shao, and W. Qin, “Research progress and
application of retention time prediction method based on deep
learning,” Chinese Journal of Chromatography, vol. 39, no. 3,
pp. 211–218, 2021.

[27] Y. Shu, Y. G. Chen, and C. Xiong, “Application of image recog-
nition technology based on embedded technology in environ-
mental pollution detection,” Microprocessors and
Microsystems, vol. 75, no. 6, pp. 103061–103082, 2020.

10 Advances in Mathematical Physics


	Application of Image Recognition Method Based on Diffusion Equation in Film and Television Production
	1. Introduction
	2. Related Work
	3. Image Recognition Based on Anisotropic Diffusion Equation
	3.1. Diffusion Model of Heat Conduction Equation
	3.2. Image Recognition Interaction of Diffusion Equation

	4. Image Scene Structure Analysis and Recognition Based on Film Diffusion Equation
	5. Example Verification
	6. Conclusion
	Data Availability
	Conflicts of Interest

