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In this paper, we propose an improved algorithm based on the active contour model Mumford-Shah model for CT images, which
is the subject of this study. After analyzing the classical Mumford-Shah model and related improvement algorithms, we found that
most of the improvement algorithms start from the initialization strategy of the model and the minimum value solution of the
energy generalization function, so we will also improve the classical Mumford-Shah model from these two perspectives. For the
initialization strategy of the Mumford-Shah model, we propose to first reduce the dimensionality of the image data by the PCA
principal component analysis method, and for the reduced image feature vector, we use K-means, a general clustering method,
as the initial position algorithm of the segmentation curve. For the image data that have completed the above two
preprocessing processes, we then use the Mumford-Shah model for image segmentation. The Mumford-Shah curve evolution
model solves the image segmentation by finding the minimum of the energy generalization of its model to obtain the optimal
result of image segmentation, so for solving the minimum of the Mumford-Shah model, we first optimize the discrete problem
of the energy generalization of the model by the convex relaxation technique and then use the Chambolle-Pock pairwise
algorithm We then use the Chambolle-Pock dual algorithm to solve the optimization problem of the model after convex
relaxation and finally obtain the image segmentation results. Finally, a comparison with the existing model through many
numerical experiments shows that the model proposed in this paper calculates the texture image segmentation with high
accuracy and good edge retention. Although the work in this paper is aimed at two-phase image segmentation, it can be easily
extended to multiphase segmentation problems.

1. Introduction

In image research and related application development, peo-
ple usually are not concerned with all the information of the
whole image. The object of study is only some local areas in
the image, such as image edges and image noise. This local
information can be built on a two-dimensional plane or a
surface in three-dimensional space. To better identify and
analyze local information, we need to separate and extract
this information from the image, so that the extracted target
can be processed more efficiently and at a deeper level, and it
is based on this that the technique of image segmentation was
born. In computer digital image processing, image segmenta-
tion is a key link [1, 2]. It is the basis of many studies on
image processing and analysis, video processing, etc. In com-

puterized digital image processing, image segmentation is a
very important subfield. Image segmentation is one of the
most extensively studied by many researchers in computer-
ized visual wide subattack. We need to separate and extract
this information from the image to process the extracted tar-
get more efficiently and deeper. It is based on this that the
technology of image segmentation was born. Using this tech-
nique, important information can be extracted from images,
which can provide very useful material for many fields of
image science, while image segmentation techniques are also
widely used in daily life [3, 4]. Over the years, several
researchers have proposed from a mathematical point of
view that the information in an image can usually be viewed
as a set of connected regions consisting of a collection of
regions, each with its basic features such as edges, image
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intensity/color, prior shape, and texture. The goal of image
segmentation is to divide an image into specific regions that
are adjacent to each other and do not overlap with each other
according to different features of the image and to divide
these specific regions into different classes, with regions with
the same or similar features grouped into the same class and
different basic features between classes, which is an impor-
tant step to achieve content analysis and image understand-
ing [5].

Although the image segmentation problem has been
researched and has significantly progressed for more than
three decades since it was proposed, no segmentation model
can perfectly segment all image types because of the variety
of images [6–8]. The active contour model-based segmenta-
tion, however, has been widely used in image segmentation
and computer vision in the last two decades because it
unifies different aspects of image data, target contour extrac-
tion, prior knowledge of the image, curve motion tracking,
and image reconstruction in one model [9]. The classical
active contour models are the Snake model, Mumford-
Shah model, geometric active contour model, geodesic active
contour model, and so on. Different from the single feature-
based image segmentation algorithms, the active contour
model combines the level set-based approach and energy
generalization and uses both boundary and region features
of the image to segment the image in a curve evolution
way. After nearly three decades of research and develop-
ment, segmentation based on the active contour model has
become one of the mainstreams and widely used broad clas-
ses of segmentation algorithms in the field of image segmen-
tation [10–12]. Using this technology can extract important
information in images, which can provide very useful mate-
rials for many fields of image science. At the same time,
image segmentation technology is also widely used in daily
life. Some researchers propose that the information in
images can usually be regarded as a set of connected regions;
each region has its own basic characteristics, such as edge,
image intensity/color, prior shape, and texture. The graph
cut represents an image as a weighted undirected graph,
where the vertices in the graph represent the pixels of the
image, and if the vertices of the image are connected by
edges, it means that their corresponding two pixels are adja-
cent, and the weights of the edges indicate the similarity
between each pair of pixels in grayscale, color, or texture.
When the image segmentation is completed, each region
represents one subgraph. Optimal segmentation means that
the pixel similarity in the subgraphs is maximum and the
pixel similarity between subgraphs is minimum. In recent
years, it has been increasingly widely used in medical image
segmentation because it does not require iteration and can
achieve global minimization of certain classes of energy
functions. It is easy to extract targets from simple homoge-
neous backgrounds by the graph cut method, but the
method faces a big challenge when it is applied to medical
images, such as segmentation of liver parenchyma because
abdominal CT images often have severe gray-scale distribu-
tion inhomogeneity.

This paper focuses on the segmentation problem of med-
ical CT images. After analyzing the classical Mumford-Shah

model and related improvement algorithms, we mainly pro-
pose the improvement of the classical Mumford-Shah model
in two aspects. Firstly, starting from solving the energy gen-
eralized minimization problem of the classical Mumford-
Shah model, we use the mathematical model and the calcu-
lation method of total variance for the energy generalized
function and use the idea of CP pairwise to solve the energy
of discrete points. On the other hand, from the limitation of
the Mumford-Shah model, we improve its initialization
strategy and use the methods of dimensionality reduction
and clustering to analyze the image data from the perspec-
tive of local feature vector reduction and initialization and
iteratively update the model generalization. The classic
active contour model, such as the Snake model, Mumford-
Shah model, geometric active contour model, and geodesic
active contour model, is different from the image segmenta-
tion algorithm based on a single feature; the active contour
model combines the level set-based method and the energy
functional at the same time, using the characteristics of the
image boundary and region at the same time, and the image
is segmented by way of curve evolution. The above two
improved perspectives are combined to segment the CT
images, which is the object of our study. After the theoretical
analysis, we apply the improved method to the actual image
data segmentation and analyze the feasibility and applicabil-
ity of the improved algorithm from the practical level
through experiments to analyze the effectiveness of the
image segmentation algorithm. The main idea of this paper
is to start from the classical active contour model, the
Mumford-Shah model, read the related literature to under-
stand the improvement direction of Mumford-Shah model,
and determine the improvement direction of this model;
apply the mathematical model to the algorithm and conduct
theoretical analysis; and then use the algorithm in the actual
image segmentation for experiments. In the experimental
analysis, the experimental results are compared with those
of similar improved algorithms, so that the improved algo-
rithm can be analyzed and summarized.

2. Current Status of Research

To solve the problem that texture images are difficult to rep-
resent, literature [13] generated multiscale vector images by
the Gabor transform and wavelet transforms and used the
Chan-Vese model for vector image segmentation to achieve
texture image segmentation, but the above transform will
lead to blurred edges of texture image regions. For this rea-
son, literature [14] used an image decomposition variational
model to decompose the image into segmented constant-
value structured image components and texture image com-
ponents, and embedded the image decomposition model
into the Chan-Vese model to achieve texture image segmen-
tation; this method is not computationally efficient due to
the need to solve multiple partial differential equations for
the computation of features in different regions. In recent
years, the local binary pattern (LBP) method has achieved
good results in texture segmentation, which can effectively
extract the texture features in images [15]. Compared with
Gabor and wavelet transform filters, the segmentation
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results obtained based on the LBP algorithm are better and
more computationally efficient, but the segmentation results
for images with more complex textures need to be improved.
Textures in natural images are often highly complex, ran-
dom, and irregular, so simply considering the inclusion of
color and texture features cannot achieve accurate results
[16]. The Gabor filter-based model requires the selection of
appropriate image channels to obtain the desired results.
Shi et al. proposed the N-Cut (normalized cuts) method,
which treats an image as an undirected graph with weights;
calculates the similarity, that is, the weights between nodes,
using the color and luminance information between pixels;
and proposes a normalized criterion for graph cuts which
divides the image into two parts: target and background,
and this method leads to oversegmentation or undersegmen-
tation [17].

As one of the region-based models, the Mumford-Shah
model is the basis of variational image segmentation, and
its basic idea is to segment images with segmented smooth
images and their boundary approximations; however, the
problem is unsolvable due to the inconsistent dimensionality
of images and contour lines [18]. To facilitate direct compu-
tation, the literature introduced a level set function to divide
the region, expressed the segmentation line length in terms
of total variation (TV), and transformed the Mumford-
Shah model of segmented constant-value degeneracy into
the Chan-Vese variational model of integration over the
region, and Huang et al. directly adopted the binary labeling
function and proposed the Chan-Vese variational model
based on the binary labeling function [19]. These variational
models are based on the binary labeling function. To
describe the texture features in images, Bresson et al. trans-
formed the classical Mumford-Shah model into a nonlocal
Mumford-Shah model using nonlocal operators, which pro-
vides a good framework for texture image segmentation.
This paper is an extended study based on this. Since color
texture images contain more texture features and color
information, the robustness of the model becomes more
demanding, and the operations of multiple channels
involved in the color model can lead to blurred texture fea-
tures and edge information and poor segmentation results
when layers are superimposed, which are the problems
researchers focus on. The classic active contour model, the
Snake model, Mumford-Shah model, geometric active con-
tour model, geodesic active contour model, etc., is different
from the image segmentation algorithm based on a single
feature; the active contour model combines the level set-
based method and the energy functional at the same time,
using the characteristics of the image boundary and region
at the same time; the image is segmented by the way of curve
evolution. Dehkordi proposed a way to view the image as a
set consisting of level set curves, and the evolution curves
are implicitly represented as 0-valued mapping methods of
high-dimensional functions [20]. To determine the target
boundary, this method deals with the problems present in
the topology of the zero-level set of curves by controlling
the evolution of the zero-level set curves. Hasan gave a non-
parametric model of the geometric activity profile by embed-
ding the evolution curve of the model in the level set

equation [21]. The idea is to use image information and con-
tinuous curves to define the problem-specific energy gener-
alization and image edges, respectively, by solving the
Euler-Lagrange equation from the variational principle to
obtain the corresponding equation [22]. By solving the
Euler-Lagrange equation by the variational principle, the
corresponding curve evolution equation is obtained, and
then, the gradient flow equation about the level set function
is introduced, and the optimal segmentation closed contour
line can be obtained by numerically solving this equation.
The ability to solve the problems of the parametric active
contour model is the main advantage of this model.

Although deep learning produces a great boost in the
analysis and diagnosis of some important diseases, it is still
difficult to deal with complex global lesions and structural
lesions with complicated clinical needs, and many medical
imaging problems will not be solved in a short time, such
as CT images of a brain hemorrhage. This is because
methods such as deep learning are limited by the quality
and quantity of samples and the effectiveness of algorithms,
inadequately solving the problem, and the accuracy and effi-
ciency need to be further improved. To study and optimize
the core algorithm and structure of brain hemorrhage CT
images, and to make the model more accurate, fast, and
effective in analyzing medical images, the necessary means
and steps of “AI+medical imaging” are required.

3. Mumford-Shah Model for Medical CT Image
Feature Extraction and Recognition Analysis

3.1. Improved Mumford-Shah Model. The classical
Mumford-Shah model solves the image segmentation prob-
lem at the mathematical level by transforming the curve evo-
lution process of image segmentation into the integration of
the image segmentation resultant features and the segmenta-
tion problem into the minimization problem of solving the
model generalized function. In the paper of Mumford and
Shah, the energy generalized expression proposed by both
Mumford and Shah is

E f , Ρð Þ = μ2 ∬
R
f + gð Þ2dxdy −∬

R
f − gð Þ2dxdy

� �
: ð1Þ

In solving the Mumford-Shah model, the most widely
used method for solving the energy generalized minimum
is the level set method [23]. The level set method is
explained by the mathematical model that a closed curve
in space can be represented as the intersection of a three-
dimensional surface and a plane, and a closed curve varying
in space can be represented as the level set obtained from the
intersection of a cluster of surfaces and a plane that varies
with time. This means that the object of study is transformed
into a surface evolution problem that tracks the evolution of
a higher-order surface, and numerical computation is per-
formed during the evolution iteration. Thus, the model has
the characteristics of dynamic change and adaptive topology,
and the target set of contour curves is finally obtained after
iteration. The pure level set method is to use curve evolution
to approximate the idea of image segmentation curve, while
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the level set method to solve the Mumford-Shah model is to
regard the model as a curve evolution process and convert
the energy expression of the curve into a level set function.
At present, the level set method has been widely used in 2-
dimensional and 3-dimensional spatial images, and com-
pared with other algorithms such as watershed algorithm
and threshold method, the level set method is more often
used in the medical field. Both the level set method and
the Mumford-Shah model algorithm based on the level set
method have been widely used for image segmentation in
2-dimensional and 3-dimensional spaces.

While the pure level set approach is the idea of approx-
imating the image segmentation curve by curve evolution,
solving the Mumford-Shah model by the level set approach
is to view the model as a process of curve evolution, convert-
ing the energy expression of the curve into a level set func-
tion and solving it in an iterative process. In simple terms,
solving the energy generalization function by the level set
is simplifying the Mumford-Shah model by the level set
algorithm and solving the numerical problem of the energy
generalization function further. By the above analysis, the
level set function of a closed curve in a two-dimensional
image is expressed as follows:

ϕ x1, x2, tð Þ < 0, x1, x2ð Þ insideC,
ϕ x1, x2, tð Þ = 0, x1, x2ð Þ onC,
ϕ x1, x2, tð Þ > 0, x1, x2ð Þ outsideC:

8>><
>>: ð2Þ

In addition to the above-mentioned level set approach, a
widely accepted and continuously improved model combin-
ing the Mumford-Shah model with the level set approach is
the C-V model proposed by Chan and Vese. This reorga-
nizes and simplifies the energy generalization of the M-S
model.

F C, c0, cbð Þ = μL Cð Þ − vS0 Cð Þ − λ0 − 1ð Þ
ð
in
I + cj j2dxdy:

ð3Þ

In the solution process, the C-V model is solved using
the level set method, replacing the closed target contour Cð
tÞ with the level set function φðx, y, tÞ, which allows obtain-
ing the energy generalization function.

E u+, u−, φð Þ =
ð
Ω

u+ + u−j j2H φð Þdxdy: ð4Þ

In this chapter, we improve the solution of the
Mumford-Shah model based on the Mumford-Shah model
itself, and we do not introduce the variational solution of
the model here. The current algorithms for the numerical
approximation of the Mumford-Shah model are mainly
divided into the approximation using convex optimization
algorithms such as split-Bregman and the solution of the
PDE partial differential equation based on the Euler-
Lagrange equation [24]. Among the approximation algo-
rithms, the split-Bregman algorithm, as a commonly used

convex optimization approximation algorithm, is an itera-
tive computational sequence obtained by combining the
original Bregman iteration algorithm with the split algo-
rithm by variable substitution. And the above-mentioned
method for solving partial differential equations based on
the Euler-Lagrange equation is mainly applied to the algo-
rithm for solving the Mumford-Shah model using level sets
and the C-V algorithm based on the Mumford-Shah model,
which transforms the energy generalization of the Mumford-
Shah model into a solution of the Euler-Lagrange equation
according to the variational theorem. However, this equation
cannot be solved directly to obtain the minimum value, and
the local extrema need to be approximated by the gradient
descent method, so the solution process is more complicated
and the result may not be the global optimal solution.

E =max 〠
K

l=1

ð
Ildx − λPer Rl, Rð Þ

� �
, ð5Þ

lim
N⟶∞

〠
N

i=1

f xi − 1ð Þ + f xið Þ
2

� �
> 0: ð6Þ

Convex relaxation techniques are used to solve or approx-
imate the optimal solution of a discrete variable or nonconvex
function by relaxing it into a convex optimization problem. In
simple terms, the original definition domain of a single point
set is relaxed to the real number range and the objective func-
tion is adjusted, or the nonconvex function is transformed into
a convex function so that it is no larger than the original objec-
tive function, and then, the convex optimization method can
be used. To avoid this limitation, we need to make the adjusted
objective function also convex in the definition domain, so
that it can be solved numerically by the analytical method
directly, and then, it can be rectified. Convex optimization
methods are widely used in solving optimal solution problems
because the local optimal solution obtained in a convex prob-
lem is equivalent to the global optimal solution of the problem.
In addition, the Lagrangian dual in convex optimization pro-
vides the superiority of the convex optimization algorithm to
ensure the validity of its optimal solution. For convex relaxa-
tion techniques, the common ones are the Lagrange relaxation
algorithm, linear programming relaxation algorithm, and
pairwise programming relaxation algorithm, as shown in
Figure 1.

For the minimax solution problem of the energy general-
ization, we first define an extensive solution model.

E Αð Þ =
ð
Ω

u+ + u−j j2H φð Þdx: ð7Þ

In short, without considering the cost of smoothness,
then the minimum value problem for the energy like gener-
alized functions is the problem of solving the minimum of
(8) as follows:

E Αð Þ =max
ð
Ω

u+ + u−j j2H φð Þdx: ð8Þ
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Considering the above optimization problem as a linear
programming problem, then we can obtain its dual problem
as follows:

min
ð
Ω

u+ + u−j j2H φð Þdx > 0: ð9Þ

Considering that the variables in the energy generaliza-
tion formula of the model exist mostly in the form of sets,
solving the problem directly will be an NP-hard problem.
To better find or approximate the optimal solution, we
adjust the image feature terms of the model and propose
the concept of an indicator function, which considers the
fidelity term of the energy generalization function, i.e., the
difference integral of the input image and the segmented
image, and solves it mainly by adjusting the edge terms by
the indicator function. The BV bounded variance and the
pairwise idea are mainly used to organize it into the form
of the total TV variance, and the model is relaxed into a con-
vex optimization problem using convex relaxation tech-
niques [25]. In the optimization process, there may be a
local minimum. To avoid this limitation, we need to make
the adjusted objective function convex in the domain, so that
we can directly solve the optimization numerically through
the analysis method, and finally round it. For the improved
convex optimization problem, after reading a series of liter-
ature, we decide to use the Chambolle-Pock algorithm to

discretize the relaxed TV total variance model and then
compute it, mainly for the discretized part of the TV total
variance. After theoretical analysis, we give the steps of the
Chambolle-Pock algorithm applied to this model.

max max F gð Þx + F gð Þx′�� �� ≥ 0, ð10Þ

min max F gð Þx + F gð Þx′�� �� > 0: ð11Þ

Clustering methods, often called unsupervised learning
algorithms, simply mean that the data set is divided into dif-
ferent classes or clusters according to some set criteria, and
the data or data features in each class or cluster are as similar
as possible, while the differences between different classes or
clusters are as large as possible, and the data obtained by
clustering often vary greatly for different computational
methods or given training sets. So far, clustering algorithms
have been widely used in different fields, and the clustering
algorithms for high-dimensional data applied in fields such
as deep learning, data mining, and statistics are constantly
being improved.

The local spectrum histogram is usually performed using
a Gabor filter, while other frequently used filters are a Gauss-
ian filter, a Gaussian filter with Laplace operator, or a simple
intensity filter. Considering that we will use the proposed
local spectrum histogram in its entirety in our experiments,
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Figure 1: Improved Mumford-Shah model.
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we will use the Gabor filter in our experiments. For the
application of the local spectral histogram, we first select
the Gabor filter to act on the image data, thus producing
the filtered image fg1,⋯, gpg, from which we can obtain
this feature extractor.

FSH g½ � xð Þ = ∑xk

Ð
δ z + gikð Þdz
Ws xð Þ : ð12Þ

We use the average features in different structural
regions as a feature extractor.

c = F gð Þx + F gð Þx′: ð13Þ

In addition to the introduction of the above two mathe-
matical models and the analysis of their theoretical feasibility
in the field of image segmentation, we also combine our two
proposed improvement perspectives and give detailed steps
of the algorithm. We codify the improved algorithm pro-
posed in the above two chapters and apply it to a real image
segmentation experiment, thus testing the feasibility of the
algorithm and the performance and efficiency of the algo-
rithm from a practical point of view, as shown in Figure 2.

The curve evolution process is represented using the
minimization energy generalization function, and the length
of the curve is defined by the following generalization function.

max E Cð Þ = 〠
n

s=1
ds

( )
: ð14Þ

Color features best reflect the surface properties of an object
or scene contained in an image, and each pixel in an image has
its meaning and contribution. Color features not only describe
global features but also capture local features in an image, and
they are inherently resistant to sensitivity. Although color fea-
tures have their advantages, they also have their shortcomings.
Color features are based on pixel point features, so they cannot
cover the relationship information between regional pixels,
multiscale information, etc.

P i, jð Þ = x, yð Þ: ð15Þ

The active contour model method turns the image segmen-
tation problem into a curve evolution problem. According to
the representation and realization of the curve, the active con-
tour model can be divided into the parametric contour active
model and the geometric active contour model. In the Lagrang-
ian formulation, the parametric activity contour model
expresses the evolution curve explicitly, while the geometric
activity contourmodel represents this evolution curve implicitly
utilizing a level set that evolves from the Euler formula. Some
methods use a priori knowledge to determine the grayscale
range of the liver, which is fast but may lose effectiveness when
the grayscale of the target varies unevenly.

3.2. Experimental Design of Medical CT Image Feature
Extraction and Recognition. During the acquisition and
transmission of CT images of cerebral hemorrhage, noise is
often generated along with it. When the attenuation coeffi-
cients of normal and pathological tissues are very close, the
presence of noise will reduce the signal-to-noise ratio of
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the image, which will make the details of the edges of the
hematoma of cerebral hemorrhage masked by the image
noise, so that the segmentation effect of the hematoma is
poor, and in serious cases, it will directly affect the doctor’s
judgment in terms of the disease. From the above problem,
we can analyze that removing noise from CT images of cere-
bral hemorrhage is a basic part of the preprocessing process.
For different calculation methods or a given training set, the
data obtained through clustering is often very different. So
far, clustering algorithms have been widely used in different
fields, and clustering algorithms for high-dimensional data
used in fields such as deep learning, data mining, and statis-
tics are also constantly being improved. Impulsive noise,
Gaussian white noise, and mixed noise are common noises
in CT images of a cerebral hemorrhage. Among them, the
location of the impulse noise is random, but the amplitude
of the noise is unchanged, while the location of the Gaussian
white noise is deterministic, and its amplitude is randomly
changed [26]. The mixed noise is the noise mixed with
impulse noise and Gaussian white noise. In the denoising
process, the corresponding denoising algorithm needs to be
selected according to the characteristics of the noise, for
example, for pepper noise, the median filtering algorithm
has better processing results, but for Gaussian noise, the
median filtering algorithm is less effective. At this time, the
mean filtering algorithm, wavelet algorithm, or Wiener fil-
tering algorithm should be selected, but these algorithms
are not suitable for processing pepper noise.

Shape features are a stable property of an image and do
not vary with the image scale, brightness, or viewpoint and
are locally invariant. Shape features include contour features
that focus on the outer boundary of the object and area fea-

tures that target the entire shape region. The main idea of
the boundary feature method is to characterize the boundary
features of the image by using some boundary detection
methods to obtain the shape parameters with characteriza-
tion significance. Typical methods are Hough transforma-
tion to detect parallel straight-line method and boundary
direction histogram method. Transformation is to connect
the edge pixels to form a closed region boundary; the bound-
ary direction histogram is usually to construct the gray gra-
dient direction matrix of the image and make a histogram by
the obtained image edge, as shown in Figure 3.

Spatial relationship refers to the mutual spatial location
information or relative orientation relationship information
among multiple segmentation targets in the image. The spa-
tial position information can be divided into two categories:
relative spatial position information that emphasizes the rel-
ative situation between targets and absolute spatial position
information that emphasizes the distance size and orienta-
tion between targets. Relative directional relationship refers
to connection/adjacency relationship, overlap/overlap rela-
tionship, inclusion/inclusion relationship, etc. The spatial
relationship features have certain discriminative power but
are not rotation invariant as well as scale-invariant to the
image. There are two ways to extract the spatial relationship
features of an image: the first is to segment the image into
multiple regions according to some segmentation algorithm
and then extract features in these regions and build indexes;
directly segment the image into uniform regular blocks and
then extract individual block features and build indexes.

The energy general function-based segmentation
method is a hot research topic among existing image seg-
mentation methods, which mainly includes the parametric
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active contour model represented by the Snake model and
the geometric active contour model based on the level set
method; the latter is often called the level set method. The
core idea of the level set method is to use a continuous curve
to express the target contour and define an energy generali-
zation function so that its independent variables include the
curve, transforming the segmentation process into a process
of solving for the minimum of the energy generalization
function. In the traditional method, the initial point is usu-
ally set at the average position of the two lumens of the
mapped coronary model to avoid misjudging the lumen
position. This is because a consistent definition of the initial
point is essential when using the minimum path-based
method for path tracking, especially during the extraction
of the coronary centerline. However, using this method,
using the average position instead of the luminal position
introduces a huge position error during the alignment pro-
cess. So, the model-based directed shortest path coronary
centerline extraction algorithm uses a 3D Haar feature-
based and probabilistic boosted tree framework to detect
the luminal position. This method combines the image
intensity information and the information processed by the
vessel’s algorithm for feature calculation and training, which
can improve the accuracy of detection, as shown in Figure 4.

Comparing the above two cases, contour initialization
will cause some time wastage; therefore, this paper can
replace the process of human initialization with suspected

hematoma region detection [23]. However, the hematoma
detection mainly revolves around the arbitrary location of
the hematoma, the specificity of the hematoma size, and
the irregularity of the hematoma shape, and if a rectangular
box is used to define the hematoma, the rectangles have dif-
ferent aspect ratios. Since the hematomas have different
aspect ratios, it is too costly to solve the hematoma detection
problem using the classical sliding window combined with
image scaling.

Threshold segmentation is a method that uses the gray-
scale information of image regions for processing. The idea
of threshold segmentation is relatively simple, and the core lies
in obtaining the appropriate grayscale threshold to classify
each pixel in the image, and the selection of the threshold
value becomes exceptionally critical. Usually, the threshold
value is determined by the image’s grayscale distribution,
which can be calculated by specific rules. The method works
well especially for images with a wide range of differences in
the distribution of background and foreground pixels. In prac-
tical applications, the key to using this method is to find the
threshold that distinguishes the foreground from the back-
ground. To get the correct threshold, the enumeration method
is usually used, and thresholds of different sizes are brought
into the required operation to derive the intraclass variance
of the foreground and background calculated for each thresh-
old, and the required threshold is obtained by ensuring that
the intraclass variance is an extreme value.
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Figure 4: Experimental steps.
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4. Analysis of Results

4.1. Mumford-Shah Results. To verify the superiority of the
distance regularization level set algorithm that combines
region information and edge information, a lot of experi-
ments are done in this paper, and some parameter settings
are given below. The time step is 1, the constant peal is set
to 5, s is 1.5 and 0.8, and α is -5, and the number of iterations
is set differently according to the pictures. The first column
shows the original abdominal CT, the second column shows
the segmentation result of the algorithm in this paper, and
the third column shows the comparison image between the
algorithm and the gold standard (red is the segmentation
result of the algorithm, green is the segmentation of the gold
standard); from Figure 5, we can see that the algorithm and
the gold standard only have a small error and can achieve
good segmentation results. To further evaluate the segmen-
tation performance of the algorithm, we performed mathe-
matical calculations on the segmentation results and the
gold standard segmentation, and the five performance indi-
cators we used are area overlap error, recall, DICE index, rel-
ative area difference, and accuracy, and the calculation
results are shown. From the figure, we can see that the algo-
rithm in this paper achieves good performance in each of the
metrics.

To test the ability of the algorithm in this paper to seg-
ment the liver images in abdominal CT with nonuniform
grayscale, we compare the distance regularized level set
incorporating both region information and edge informa-
tion with the distance regularized level set driven by only
single edge information. To ensure the fairness of the exper-
iments, we repeatedly did several experiments for the
improved DRLSE model and the edge-based DRLSE model
in this paper and obtained several experimental results, of
which we selected the best one to show. The main idea is
to set a gray threshold of an isosurface, compare the eight

corners of the voxel with the threshold of the is surface,
and judge whether the eight corners of the voxel belong to
the isosurface. Connect the voxel corner points on the iso-
surface, to form the surface information in the three-
dimensional data field. As shown in the figure, we give the
segmentation results of three abdominal CT images; the first
column is the original CT image, the second column is the
segmentation result of the improved DRLSE, and the third
column is the segmentation result of the edge-based DRLSE.
From the figure, we can see that the distance regularization
level set is driven by only single edge information that results
in edge leakage.

In general, the distribution of the gray value of pixel
points in an image can be approximated by the Gaussian
function. When segmenting a grayscale inhomogeneous
image, it is important to choose the appropriate scale param-
eter o because the grayscale inhomogeneous image varies a
lot in different regions. If we say that only one scale o is used
for the whole image, then we cannot accurately obtain the
local neighborhood feature information of each pixel point,
and it is also worth thinking about how to determine this
single scale o so that the segmentation effect can be optimal.
In this paper, through a multiscale approach, we can obtain
different scale parameters for unevenly distributed grayscale
images with different segmentation regions, as shown in
Figure 6.

Face drawing refers to the rendering and smoothing
operations performed directly on the equivalent faces to
obtain a 3D model of the object. An equivalent surface is a
collection of points with the same value. The most used
method in face drawing is the Marching Cube method.
The main idea of the Marching Cube (MC) method is to
set a grayscale threshold of the equivalence surface, compare
the eight corner points of the voxel with the threshold of the
equivalence surface, and determine whether the eight corner
points of the voxel belong to the equivalence surface. The
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voxel corner points located on the equivalence surface are
connected so that they constitute the surface information
in the 3D data field. Body drawing is the processing object
of the voxel, through the opacity value and color value of
the voxel to directly express the target object, and the voxel
is a cubic area composed of eight adjacent sampling points.
Among the many-body drawing methods such as light and
shadow projection and snowballing, the most used method
is still the light and shadow projection method, because the
light and shadow projection method is in line with the
human eye’s perception of object imaging and can also
achieve a good degree of accuracy. Although the body draw-
ing algorithm has a shortage of large computation, with the
maturity of the corresponding hardware technology of
image processing, this method will become the mainstream
algorithm of future 3D reconstruction.

4.2. Medical CT Image Feature Recognition Results. To filter
out the image features with statistical significance and strong
diagnostic ability, feature optimization is performed by cal-
culating the evaluation index P value and AUC value and
reducing the dimensionality of the feature vector. When P
< 0:05, it indicates that the features are statistically signifi-
cant; when AUC > 0:5, it indicates that the features have
diagnostic significance. Based on this, the features that sat-
isfy both the asymptotic significance P < 0:05 and AUC >
0:6 conditions are selected to form the final feature vector
as the input of the classification model, which is used to
study the classification of positive abnormalities in liver
plain CT images. Because of the large number of feature
extraction methods used, many features were obtained, and
only some of the features that satisfy the requirements of P
and AUC values are selected and shown in Figure 7.

The liver CT images were processed by traditional fea-
ture extraction methods; the features such as grayscale coe-
val matrix (GLCM), grayscale gradient coeval matrix

(GGCM), local binary patterns (LBP), and shape invariant
moments (HU Invariant Moments) were extracted; the opti-
mal feature set was selected as the input of the classifier
according to the asymptotic significance P value and AUC
value; the classification accuracy was evaluated by the evalu-
ation indexes SEN, SPE, PPV, NPV, and ACC which were
used to evaluate the performance; the classification accuracy
of positive abnormalities of liver CT images was finally
obtained; and the specific experimental results are shown
in Figure 8.

Analyzing the data in Figure 8, it can be concluded that
the features extracted by the single methods of GLCM,
GGCM, LBP, and HU invariant moments have some ability
to characterize the image information, but the accuracy is
lower than the accuracy after the fusion of the four methods
because of the single feature description. Compared with the
least effective shape invariant moment method, SEN, SPE,
PPV, NPV, and ACC improved by 10%, 15.1%, 10.8%,
14%, and 12.2%, respectively. Compared with the best exper-
imental LBP method, SEN, SPE, PPV, NPV, and ACC were
improved by 2.5%, 3.8%, 2.7%, 3.5%, and 3.1%, respectively.
The fused features have not only the grayscale information
gradient information of the image but also the local feature
information as well as the shape and contour information
of the image, which makes the feature description more
comprehensive, and the accuracy rate is significantly
improved. The accuracy rate is lower than the accuracy rate
after the fusion of the four methods. Compared with the
worst experimental shape invariant moment method, SEN,
SPE, PPV, NPV, and ACC improved by 10%, 15.1%,
10.8%, 14%, and 12.2%, respectively. Compared with the
best experimental LBP method, SEN, SPE, PPV, NPV, and
ACC were improved by 2.5%, 3.8%, 2.7%, 3.5%, and 3.1%,
respectively. The fused features have not only the grayscale
information gradient information of the image but also the
local feature information as well as shape and contour
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information of the image, which makes the feature descrip-
tion more comprehensive, and the accuracy rate is signifi-
cantly improved. The main idea is to set a gray threshold
of an isosurface, compare the eight corners of the voxel with
the threshold of the isosurface, and judge whether the eight
corners of the voxel belong to the isosurface. We connect
the voxel corner points on the isosurface to form the surface
information in the three-dimensional data field.

The depth features obtained by SE-ResNeXt were fused
with the high-quality features obtained by traditional
methods and logistic regression analysis, and the final accu-
racy reached 97.65%, which improved 1.25% compared with
the accuracy of fusion between traditional features and
0.35% compared with the accuracy of depth features alone,
so according to the results of several experiments, the pro-
posed multifeature fusion liver CT image feature extraction
method based on deep learning is verified to have certain
advantages and feasibility.

By using deep learning to train the images to obtain
high-level semantic features and fusing them with the fea-
tures with high discriminative power obtained by the tradi-
tional algorithm, a feature vector that can comprehensively
describe the image information is obtained, which effectively
improves the classification and recognition accuracy of liver
CT images. The feasibility and effectiveness of the algorithm
in this chapter are verified by several comparative experi-
ments, and the features extracted using this algorithm con-
tain both the underlying detail information and the high-
level semantic information and thus can adequately charac-
terize the liver CT images.

5. Conclusion

After improving the classical Mumford-Shah model, we give
detailed steps of the algorithm, code it, and test it on a 2D
medical CT image set. The experiments focus on the seg-
mentation of spleens in CT images. Before the experiments,
we train the model with 20 2D images to determine the
parameter values of our proposed improved algorithm. In
addition, to better analyze the performance of the algorithm,
we also performed comparative experiments on the same
data using two similar algorithms: the clustering-based
image segmentation algorithm and the factorization-based
Mumford-Shah model segmentation algorithm. With the
results of these experiments, we found that our algorithm
has better segmentation results in terms of organs of CT
images. In the experiments of segmenting the spleen of CT
images, the efficiency and accuracy of our proposed algo-
rithm are better and the segmentation results are better than
the other two similar algorithms. In this project, our main
object of study is CT images, so we choose a local spectrum
histogram for feature extraction, while for other types of
image data, other feature extraction algorithms need to be
chosen according to the image type and characteristics.
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