In this paper, a three-dimensional anisotropic diffusion equation is used to conduct an in-depth study and analysis of students’ concentration in video recognition in English teaching classrooms. A multifeature fusion face live detection method based on diffusion model extracts Diffusion Kernel (DK) features and depth features from diffusion-processed face images, respectively. DK features provide a nonlinear description of the correlation between successive face images and express face image sequences in the temporal dimension; depth features are extracted by a pretrained depth neural network model that can express the complex nonlinear mapping relationships of images and reflect the more abstract implicit information inside face images. To improve the effectiveness of the face image features, the extracted DK features and depth features are fused using a multicore learning method to obtain the best combination and the corresponding weights. The two features complement each other, and the fused features are more discriminative, which provides a strong basis for the live determination of face images. Experiments show that the method has excellent performance and can effectively discriminate the live nature of faces in images and resist forged face attacks. Based on the above face detection and expression recognition algorithms, the classroom concentration analysis system based on expression recognition is designed to achieve real-time acquisition and processing of classroom images, complete student classroom attendance records using face detection and face recognition methods, and analyze students’ concentration from the face integrity and facial expression of students facing the blackboard by combining face detection and expression recognition to visualize and display students’ classroom data for teachers, students, and parents with more data support and help.

1. Introduction

Current face recognition systems are not strong enough in effectively distinguishing between live and nonlive face data, i.e., they encounter challenges in determining whether the face image acquired by the system is from a real legitimate user or a forged face, and face live detection comes into being [1]. The task of face live detection is to determine whether a face is live or not by analyzing the acquired face image and to guarantee the safe and reliable operation of the face recognition system. Face live detection is an interdisciplinary research area that has received the attention and research of many researchers in related disciplines. The research content of related disciplines has also been applied to the research of live face detection technology, which has greatly misled the development of the technology. At the same time, he will also make some serious observations of spontaneous behavior and may also be accompanied by some actions related to learning during concentration. Under the research of the research group, through the observation and evaluation of the concentration of students in a short time frame, combined with related algorithms, a concentration evaluation curve of a classroom cycle can be given. Even with some changes in the human face due to
human growth and development or some external factors, it still has a lot of information to be maintained [2]. On the other hand, the fierce development of information technology and the widespread use of the internet have made artificial intelligence gradually change our lives in every aspect such as home, healthcare, travel, manufacturing, and education. Artificial intelligence technology also provides the technical basis for student concentration evaluation. Through machine vision and artificial intelligence algorithms, an automated learning status evaluation method can be implemented to assess the whole student and the whole process, assisting teachers to recognize and master the learning status of students, adopt targeted teaching methods, and improve personalized training of students.

The traditional evaluation of student learning using grades as the main indicator in teaching and learning both hinders the need for the individual development of students and is extremely one sided. The evaluation of student learning in teaching should be more process oriented. Through the changes of students’ expressions and head postures in the classroom learning process, we can judge the changes in student’s concentration in the learning process and set up real-time prompting means or postclass feedback so that students can understand the problems in classroom learning and improve them in time; at the same time, we can use the concentration evaluation system based on facial expressions and head postures to provide reference basis for teachers’ teaching evaluation and teaching methods [3]. It also makes it possible to rationalize the teaching improvement plan according to students’ characteristics. In the traditional classroom, teachers can only interpret the information conveyed by students’ facial expressions and postures through close observation, and due to limited energy, they cannot take care of all students’ emotions at the same time, and the quality of the classroom is also limited by teachers’ ability to interpret students’ facial expressions and postures, so they cannot make timely adjustments to the classroom teaching [4]. By using a system based on expression and posture recognition to determine students’ concentration, we can record students’ emotional and postural changes in real time and determine students’ learning status and emotional difficulties to a greater extent, thus helping teachers to adjust the teaching progress according to most students’ emotional and postural changes promptly and improve the efficiency of teaching. Students can also analyze their learning problems at any time according to their own emotions and posture changes, making classroom evaluation more accurate and intuitive [5].

The classroom pictures collected in real time can be recorded by face detection and face recognition methods to record the number of students attending the class and the corresponding time, so as not to affect the classroom order, without contact and interaction, and complete the class attendance of students. Through face detection and expression recognition, we can analyze the different states of students in the classroom, count the students who look up and listen to the lecture with serious expressions, and detect the students who look down, laugh, and play. By capturing the complete degree of students’ faces and expression changes, statistics and analysis of students’ classroom concentration are conducted. The final visualization of attendance data, concentration data, and classroom interaction data allows teachers and parents to understand the real performance of students promptly and helps to jointly improve the efficiency of students in class. To integrate the above issues, it is necessary to develop a system to assist teachers in classroom attendance and classroom concentration analysis with the characteristics of classroom teaching management and provide timely feedback to teachers, students, and parents so that the three parties can jointly supervise and improve the quality of teaching, forming a positive and virtuous cycle.

2. Current Status of Research

Face detection is a mature biometric technology that is nonintrusive, friendly, and concurrent by determining face feature information for identification. Face detection has been researched since around the 1970s and has been developed with some practicality over the long years. Traditional face detection methods are mainly classified as knowledge-based and statistics-based, where feature-based face detection methods have been successfully applied [6]. Knowledge-based face detection methods mainly include template matching-based face detection methods, skin color-based face detection methods, and shape-based face detection methods. Using a priori knowledge and rules, the face represented as the result of a combination of local organs [7]. For example, the face is roughly axisymmetric with eyebrows and eyes in the upper part and lips in the lower part and close to the nose; this a priori knowledge helps to quickly sift through nonface regions. It is possible to quickly find regions in the image that match the face contour and then further identify and judge the detected face regions, saving the time of face detection [8]. The images for fake video attacks are then obtained by secretly recording images and videos of the target of the attack without their knowledge or by finding videos on websites. This approach is more disorienting than 2D image attacks. Because videos contain biometric features such as movement information and changes in facial expressions that real faces have, faked video attacks are more difficult to discern than images [9].

The image texture-based detection method is mainly based on the analysis of the image [10]. The real face captured by the same device is compared with the forged face captured with that device, there is a loss of detail information in the image of the acquired forged face, and the difference in detail produces a difference in the texture of the face image, i.e., the image of the forged face captured under the same shooting environment and conditions has a lower image quality [11]. As an example of the attack method of printing a photo of a face, the attacker prints the image on the photo and then uses the photo to attack the face recognition system [12]. The movement of the central region of the human face produces a greater distance than the peripheral region, i.e., the real face has a three-dimensional structure, and the movement information produced by the parts at different distances from the camera is different. And the
motion information produced by different parts of the face photo is the same [13]. The method uses the motion information of multiple regions of the face to decide. The real face structure is three dimensional, and during motion, the image records the motion pattern of each region, and the motion pattern of different regions can be estimated using the optical flow method, which in turn discriminates the real face image from the faked face image [14]. Set up real-time prompts or after-class feedback so that students can self-understand the problems in classroom learning and improve in time; at the same time, use the focus evaluation system based on facial expressions and head posture to provide reference for teachers’ teaching evaluation and teaching methods.

Classroom expression recognition, on the other hand, is a recognition technology that judges students’ expressions by recognizing their microexpressions in the classroom learning process. With the rapid development of artificial intelligence technology and facial recognition technology, it gradually begins to be applied in education, but the application area mainly revolves around online learning and intelligent classroom, and the use for the traditional classroom is still relatively small. Looking at the current stage for the application of facial recognition in education evaluation, we can divide the current stage of classroom expression recognition and evaluation into two ways. The first one is the recognition of classroom expressions by key facial parts, through the combination of key features or characteristics of the face, to judge the expression situation of the classroom. The students’ classroom expressions were judged by determining the eye openness by selecting the aspect ratio of the eye area and classifying them into two categories: focused and unfocused. However, the assessment of expression by judging only the percentage of opening and closing is less credible.

3. Analysis of a Three-Dimensional Anisotropic Diffusion Equation for Video Recognition Model in ELT Classroom Concentration Evaluation

3.1. Three-Dimensional Anisotropic Diffusion Equation Video Recognition Model Design. Diffusion is a concept in physics that refers to the transfer of molecules of a substance from a region of high concentration to a region of low concentration until the overall region is uniformly distributed. The rate of diffusive movement is proportional to the concentration gradient of the substance. By slowing down the image diffusion rate in the region with a large gradient value and speeding up the image diffusion rate in the region with a small gradient value, it is possible to retain the details and boundary information based on the removal of image noise, so they proposed the P-M equation, which is the anisotropic diffusion equation.

\[ I_t = \text{div} \left( a(x, y, t) \Delta I \right). \]  

(1)

Suppose that if the location of the boundary of each region of this image is known when time is then it is desired to make an unbounded region smoother so that a bounded region can retain more information. This can be achieved by setting the conduction coefficient to 1 in the interior of each region and 0 at the boundaries. Each region will then become smoothly blurred separately within each region, with no interaction between the different regions, and the final image region boundaries will remain clear, thereby reducing the amount of calculation and improving the accuracy rate, but this way of directly merging information may easily lead to the failure of key information to be recognized, especially in facial expression recognition; there may not be a particularly big difference between similar microexpressions, if the gradient magnitude of the image pixel change is used as a conduction coefficient in the diffusion equation.

\[ a(x, y, t) = g\left(\|\nabla I(x^2, y^2, t^2)\|\right). \]  

(2)

Boundary enhancement and reconstruction of fuzzy images can be achieved by either a high-pass filter or by running the diffusion equation in the inverse direction. But by choosing a suitable conduction coefficient for the image gradient, it is possible to use anisotropic diffusion to achieve forward enhanced image boundaries. In this paper, an objective analysis method is used for the image results. Since the results are judged subjectively mainly by observing the image detail information and image quality and its criteria are influenced by the observer’s state, they are not used [15]. The objective criteria are compared concerning image contrast, image standard deviation, and image mean gradient, the processing time of the i5 processor with a main frequency of 2.6 GHz is added for reference, and this reference time also includes the time of reading the image cache at the beginning of the project. The image contrast is calculated as shown in

\[ A = \sum \delta(x, y)^2 \cdot P_b(x^2, y^2). \]  

(3)

This indicator can reflect the layer difference between the darkest and brightest areas in the image, and for darker images, increasing this indicator can reflect the effect of image enhancement well. The image grayscale means the value is calculated as follows.

\[ G = \lim_{M,N \to \infty} \frac{1}{MN} \sum_{x=1}^{M} \sum_{y=1}^{N} I(x^2, y^2). \]  

(4)

The distance of faces in real scenes often appears to be large near and far from the characters, making the face size in the image inconsistent, and the changing multiscale faces will affect the accuracy of face detection. To enhance face detection, it can be broadly divided into two ways: image pyramid model and feature pyramid model. Image pyramid can get images of different resolutions by downsampling the images, forming a pyramid image structure from coarse to fine, and generating feature maps on images of different sizes separately, which improves the accuracy of the model to some extent. The original image is scaled, and the detected candidate frames are then reduced to equal scale to calculate
the corresponding spatial position existing distortion. This sampling method does not get new semantic information and can only extract a single level of different resolution information, the learned features do not have a real scale change, and the sampling operation is relatively time-consuming; there are many repeated calculations, which affects the detection speed of the model, as shown in Figure 1. Up to 1080 registers can be set up, and the method of using shift registers at the same time will lead to a lot of waste of register resources. In particular, in the process of multiple iterations, the line buffer is used more and the resource occupancy is large. The image format used in this article is 1280 × 720; the pixel data of one row exceeds the maximum amount of the shift register.

To enhance the face detection capability, it can be broadly divided into two ways: the image pyramid model and the feature pyramid model. Image pyramid can get images of different resolutions by downsampling the image, which consists of a pyramid image structure from coarse to fine and generates feature maps on images of different sizes, respectively, which improves the accuracy of the model to a certain extent. The original image is scaled, and the detected candidate frames are then reduced to equal scale to calculate the corresponding spatial position existing distortion [16]. This sampling method does not get new semantic information and can only extract the single level of different resolution information, the learned features do not have real scale change, and the sampling operation is time-consuming; there are many repeated calculations, which affects the detection speed of the model.

\[
\begin{align*}
I^2(x, y, t) &= I_0(x, y^2) - t \frac{\partial I(x, y, t)}{\partial t} = 1, \\
\frac{\partial I(x, y, t)}{\partial t^2} &= -\nabla I^2, \\
I(x, y, 0) &= I^2(x, y^2).
\end{align*}
\] (5)

During our research, we found that in general, it is not possible to compute the attentional deflection angle of the gaze of an observer directly from a planar image, because its observation target cannot be determined. So, we decided to transform the gaze deflection problem into a problem of calculating the deflection angle of a triangular mapping by using some of the head key points and corresponding them to a triangular plane. After that, the attentional range of the observed person is calculated in conjunction with its relative position. In this paper, we use 70 key coordinate points in head pose feature point extraction in face key point recognition. Here, we choose four coordinate points as the target coordinate points for

To enhance the face detection capability, it can be broadly divided into two ways: the image pyramid model and the feature pyramid model. Image pyramid can get images of different resolutions by downsampling the image, which consists of a pyramid image structure from coarse to fine and generates feature maps on images of different sizes, respectively, which improves the accuracy of the model to a certain extent. The original image is scaled, and the detected candidate frames are then reduced to equal scale to calculate the corresponding spatial position existing distortion [16]. This sampling method does not get new semantic information and can only extract the single level of different resolution information, the learned features do not have real scale change, and the sampling operation is time-consuming; there are many repeated calculations, which affects the detection speed of the model.

\[
h(i) = w \cdot \left[ 1 + g(I^2) \right],
\]

\[
\phi(x, y, t) = [g(\nabla I) + h(\nabla I^2) - \nabla I^2(x, y, t)].
\] (6)
head pose measurement, where point 27 is the brow coordinate point, point 30 is the nose tip point, point 36 is the external eye angle point of the left eye, and point 45 is the external eye angle coordinate point of the right eye.

\[ l = a \ln (1 - i), \]
\[ a_{ij} = \frac{1}{\sqrt{n + 1}} \left( f_i f_j \right). \]  

(7)

The eyes and mouth, two of the most important features of the face, are the most visible, so it is only logical that the expression of the eyes and mouth should be judged by fusing their features. In the case of the eyes, the state of the eyes is recorded by judging their opening and closing, and the same is true for the mouth. By combining multiple situations of the mouth and the eyes, we can analyze and judge different expression situations. Therefore, in classroom expression recognition, we can judge three kinds of classroom expressions: concentration, fatigue, and normal, by the combination of both. The video collection time is about 15 minutes. By decomposing the video to obtain about 27,000 pictures of each student’s head posture and facial expressions, the facial expressions and head postures can be analyzed. The concentration analysis is performed in units of 30 seconds. Calculation of degree scores: through feature detection, the position of human eyes and nose is located and marked by coordinates, and the change of the coordinate points of human eyes and thus the change of vision is determined, and thus the expression situation in the classroom is estimated. By defining classroom expressions as focused and unfocused and thus determining the images in the classroom through the trained model, the classroom expressions are finally determined.

\[ M_x(A') = \sigma(\text{avgpool}(A'), \text{minpool}(A')), \]
\[ \epsilon_n^u = \sup \left\{ \lim_{k \to \infty} \sum_{k \in I} (u(K) + u_K)v(K^2) \right\}. \]  

(8)

An active state of learning also means that the student is focused on the content now, and the focus of this paper is on some external emotional expressions that change less intensely in response to the learning content within a short period. For example, students’ expressions change when they are concentrating, their state of pleasure when they are seeking knowledge, and their expressions of understanding and disagreement when they are inquiring. When students are in a focused state of learning, their range of vision combined with changes in head posture will change with the point of focus, as well as some spontaneous behaviors of careful observation, which may be accompanied by some movements related to learning when focused. Under the research of the group, the observation and evaluation of students’ concentration in a short time range combined with relevant algorithms can give a concentration evaluation curve of a classroom cycle, as shown in Figure 2.

There are many ways to evaluate students’ concentration through classroom expressions, some evaluate concentration based on eye opening and closing or sight tracking, but their evaluation reliability is low due to single feature points; some studies evaluate concentration through the combination of multiple features of the face, but the expression categories are small and not comprehensive; some studies evaluate concentration through deep learning methods; although the recognition effect is good, the judgment for expressions is easy to be wrong. But the judgment for expressions is easy to make mistakes [17]. And through the definition of classroom expressions, we can find that their classroom expressions have nonconscious and unconscious characteristics, which is very similar to the definition of microexpressions. Therefore, in classroom expression recognition, we will have better results by using the recognition of microexpressions to identify and classify classroom expressions.

3.2. Analysis of ELT Classroom Concentration Evaluation.

Head pose estimation used to predict head rotation by analyzing faces in digital images and head pose estimation based on different features can be broadly classified into two categories: methods based on face geometric features and methods based on texture features [18]. Head pose estimation based on face geometric features usually requires high image resolution, and the algorithm uses a feature model composed of many feature points about facial expressions to make inferences about head pose by computing the difference between one pose and another. The method relies on the accurate detection of face feature points and high-quality image resolution to provide accurate estimation results. How to model is one of the most important steps in face geometric feature-based methods and there are geometric methods that are more used nowadays. The geometric approach for head pose estimation uses head shape and local features to estimate the pose, where a total of five key points of the face are used, namely, the eye corner points (the outer corner points of the two eyes), the mouth corner points (left and right two), and the nose tip points; the facial symmetry axis can be found by connecting the left and right two outer eye corner points, the two mouth corner points, and connecting the midpoint of these two connecting lines by face geometric features; the distance from the nasal tip point to this midpoint connection line constitutes a certain angle to the midpoint connection line, and also, the nasal tip to each eye corner point constitutes an angle, and these angles are also of great reference value in this paper. Assuming a fixed ratio between these facial points and a fixed length of the nose, the facial orientation can be determined from the three-dimensional angle of the nose under weak perspective geometry.

\[ A' = M_x(A) \times A^2, \]
\[ F_{K,S} = \int_S \nabla u \cdot kTK^2 Sds. \]  

(9)
The experimental procedure of the geometric method is simple and quick. Only a few facial features are needed to obtain a roughly complete estimate of the head pose. However, the shortcoming of this method is the lack of detection of feature points with high precision and accuracy, where high precision detection refers to the processing of edges or missing features. In addition, there is a frequent situation where some facial features may be obscured due to some unavoidable factors, such as when a person wears glasses that obscure the corners of his eyes. Face texture feature-based methods usually use the texture features of the whole face to estimate the head pose. In this method, most of the studies for the head pose problem can be replaced by classification or regression problems [19]. The algorithm first needs to extract the features in the image that are related to the head pose, and secondly, the head pose can be estimated by some classification algorithm that classifies or regresses the coordinate values of these corrected feature points. These classification algorithms in head pose estimation will build a model from a set of labeled training data, thus providing a discrete pose estimate for a new data sample. At the same time, students who bow their heads and laugh and play can also be detected. Through the captured students’ facial completeness and facial expression changes, statistics and analysis of the students’ classroom concentration are carried out. The advantage of this method is that it makes better use of the data information from the facial region, as shown in Figure 3.

This module is divided into two sections: grade view and class analysis. If students have doubts about the scores or details of the class, they can choose to view the classroom analysis to see their results and the specific content analysis of the teacher system to understand and correct. The data storage layer is located on the server side, and its main function is the storage and management of system data. In this system, we simply divide the system database into user information database, video resource database, and resource database; the user information data is mainly the information related to the registered users; the video resource database is the storage of recorded classroom video resources,
frame-by-frame picture resources. The resource database is the recognition data of expressions and head postures and the evaluation data of concentration scores.

\[
-u_p = \lim_{M \to \infty} \frac{1}{M} \sum_{i=1}^{M} u_p,
\]

\[
\alpha \left( k \frac{\partial U}{\partial n} + v u_n \right) + \beta \nabla u = g_k.
\]

By detecting the face of the video collected from the monitoring equipment, by locating its facial key points, and then using the head posture recognition system to judge the real-time changes of the head posture of the students in the video, the head posture angles that can be recognized are recorded for the elevation and deflection angles, while the head posture cases that cannot be recognized are recorded as invalid actions for removal. Finally, the data results are imported into the concentration evaluation system for the evaluation of concentration. By selecting the corresponding evaluation objects (individual students or all students), the results of head posture and classroom expression data of the corresponding evaluation objects are integrated and sorted and put into the designed fuzzy synthesis matrix for fuzzy synthesis operation to obtain the concentration scores of the evaluation objects. At the same time, by controlling the acquisition period, the classroom concentration of students in a period and the whole class can be obtained. Finally, the concentration scores of the assessment subjects are presented in the form of tables and line graphs.

Resource search helps teachers and students to select the required course information and view the concentration scores of individual students and all students in each subject; resource selection helps teachers and students to select relevant course resources; and resource presentation is to present the acquired data information, recorded course videos and time images in the form of data, images, or videos. User management allows three types of users in this system, i.e., teachers, students, and administrators, to manage permissions and information so that each type of user can view the relevant information resources they need to view, without interfering with each other and interrelated; data management is to organize and store user data, classroom expression data, head posture data, and classroom concentration data so that they can be easily selected and called by the server, as shown in Figure 4.

As shown in Figure 4, the model introduces an attention mechanism in each convolutional block in addition to the stacking method of convolution in VGG networks; the idea is to make the model pay more attention to the important information while ignoring the unimportant information. The attention mechanism is added because, in convolutional networks, image information is often compressed by pooling to reduce the number of operations and improve the accuracy, but such a direct way of merging information can easily lead to key information not being recognized [20]. Since the subjective judgment of the results is mainly based on the observation of image details and image quality and its standard is greatly affected by the observer’s state, it is not used. In expression recognition, there may be no difference between similar microexpressions; so in this case, some key information in the expression images may easily lead to key information not being recognized [20]. Since the subjective judgment of the results is mainly based on the observation of image details and image quality and its standard is greatly affected by the observer’s state, it is not used. In expression recognition, there may be no difference between similar microexpressions; so in this case, some key information in the expression images may easily lead to key information not being recognized [20]. Since the subjective judgment of the results is mainly based on the observation of image details and image quality and its standard is greatly affected by the observer’s state, it is not used. In expression recognition, there may be no difference between similar microexpressions; so in this case, some key information in the expression images may easily lead to key information not being recognized [20]. Since the subjective judgment of the results is mainly based on the observation of image details and image quality and its standard is greatly affected by the observer’s state, it is not used. In expression recognition, there may be no difference between similar microexpressions; so in this case, some key information in the expression images may easily lead to key information not being recognized [20]. Since the subjective judgment of the results is mainly based on the observation of image details and image quality and its standard is greatly affected by the observer’s state, it is not used. In expression recognition, there may be no difference between similar microexpressions; so in this case, some key information in the expression images may easily lead to key information not being recognized [20].
channels, and then leaving the important ones. The training of neural networks often requires a large amount of data, especially in the training of large networks; if the amount of data is too small and the number of model parameters is large, it can easily lead to overfitting problems and the generalization ability of the model is poor. The total number of samples in the dataset used in this paper is 35,887, which is not a large amount of data; this may make model overfitting and poor generalization problems, and the cost of manual data expansion is large.

4. Analysis of Results

4.1. Anisotropic Diffusion Equation Video Recognition Model Results. Since the structure, texture, and three dimensionality of each region of the face are different and each region is affected by factors such as lighting and environment to a different extent during secondary photography, it is important to focus on regions that are greatly affected by factors such as lighting and environment while reducing the consideration of less affected regions when performing in vivo determination of face images. Real face images and forged face images can show greater differences in the regions that are strongly influenced by factors such as lighting and environment. Again, the face images used in this section of the method still cropped standard face images to exclude as much as possible the effects caused by distracting factors. Six regions in the standard face image are detected and cropped: left eye, right eye, nose, left cheek, right cheek, and mouth.

There are two ways to implement line caching; one is to use shift registers to save data into registers; this method is easy to design, but there is a limit on the number of registers, up to 1080 registers can be formed, while using shift registers will lead to a large waste of register resources, especially in the process of multiple iterations; the line cache is used more, and the resource consumption is large. The image format used in this paper is $1280 \times 720$, and the pixel data in one line exceeds the maximum amount of shift registers, making it necessary to have multiple shift registers to achieve this, which also makes this implementation more inefficient. Another way is to implement the line cache
through a combination of FIFO and counter, where the counter is used to count the amount of line cache data, and when there is a line of data in the FIFO, the data from the FIFO is output to the next line cache, and the valid signal of the data is output at the same time. This method can use fewer register resources, and the use of resources transferred to the less used block RAM so that after several iterations of processing, the use of resources is also within the acceptable range, so this paper implements the line cache by this method, as shown in Figure 5.

The hardware implementation in this section will perform FPGA on-chip experiments for the entire system, and the pinning constraints and timing constraints during the comprehensive implementation will be explained accordingly. The final experimental phase of the system design will be conducted in this subsection to demonstrate the feasibility of the hardware implementation of the algorithms and the modular design of the components. The image pyramid can obtain images of different resolutions by downsampling the image, forming a pyramid image structure ranging from coarse to fine, and generating feature maps on images of different sizes, which improves the accuracy of the model to a certain extent. After the synthesis, the entire project implementation and layout wiring are required; at this point, the external pins of the system need to be constrained, and the reference method of the constraint needs to refer to the schematic of the development board and the chip manual. After the system, external pins include pins for communication with the OV5640 camera module, pins for communication with the DDR3 chip, and pins for communication with the HDMI interface.

Without strong light exposure, the test object is affected by natural light and reflects relatively strongly. The overall brightness relatively reduced after processing because of the high contrast of the image due to the strong reflected light. In the processed image, the detail of the QR code area increases, and all text detail information is well preserved, which slightly improves the degree of image information extraction compared to the unprocessed image. Also, there is no tearing of the image during the system implementation, and the results show that the algorithm is well adapted to the scene, as shown in Figure 6. Through a variety of combinations of mouth and eyes, we can analyze and judge different expressions. Therefore, in classroom expression recognition, we can judge the three classroom expressions of concentration, fatigue, and normal through the combination of the two.

Experimental results show that both improved models proposed in this paper outperform the mainstream methods in terms of recognition accuracy. And the improved method based on the VGG model performs better on the dataset compared to the model with deep separable convolution. The accuracy reaches 73.252% on the public test set and 73.846% on the private test set, while the artificial accuracy of this dataset is 65% earth 5%, so the accuracy of the model proposed in this paper has reached a good level. In Figure 6, by comparing the accuracy curves of the two improved methods, it is found that the improved model based on depth-separable convolution converges more easily compared to the improved model of VGG.

4.2. Evaluation Findings. Therefore, to prevent the overfitting phenomenon caused by this situation, the improved model based on the VGG network eliminates the two parametric maximum connected layers, reduces the number of convolutional layers accordingly, and introduces the attention mechanism so that the model can capture the key information to improve the performance of the model. In addition, this section also draws on the idea of Xception network construction to build a separable convolutional model.
with attention mechanism using deep separation convolution and attention mechanism, which can guarantee the accuracy and has good convergence. Finally, the training and optimization of the expression recognition algorithm and the comparative analysis of the experimental results show that the two models proposed in this paper outperform the baseline model on both the public and private test sets, and the improved method based on the VGG model performs better on the dataset compared to the model with deep separable convolution. The accuracy reaches 73.252% on the public test set and 73.846% on the private test set, and the accuracy of the models proposed in this paper has reached a good level from the results of the experiments, as shown in Figure 7.

From the overall class concentration line graph, it can be seen that in the first and second class around 200 tests and after 160 tests, the overall concentration situation of the class was poor in this period because it was tested every second, which means that the overall concentration of the class was low in the first seven minutes of class and the first five minutes of class, but compared to the first class, the overall concentration situation of the class in the second class was better. Then, for the third class, the concentration situation was low in the first 300 times of class and 300 times of the
first 300 times of the next class, which means that the class overall concentration was low in the first ten minutes of class and the first ten minutes of the next class in the third class.

Comparing the overall concentration situation of the class in the three lessons, the concentration situation in the first and second lessons is better than the third lesson. In the third class, the best concentration situation reached 0.7506333, while the best concentration situation in the remaining two classes could reach 0.908922 and 0.9186163, respectively, which may be related to the content and manner of the teacher’s class. However, in general, the overall concentration of the class in the first ten minutes of the class is low, although the concentration gradually increases. In the period from 15 to 30 minutes of the class, the concentration situation is the best, the overall concentration of the class is high; especially in the first and second class, the overall concentration of the class in this period is high; in the first ten minutes of the class, the class as a whole is in a low concentration state, and the overall concentration is on a downward trend, as shown in Figure 8.

Similarly, by analyzing the concentration situation of all students correspondingly, it is possible to determine the change of concentration of all students and thus analyze the reasons for the change of students’ concentration, and at the same time, through the judgment related to the data, it is possible to evaluate the teacher’s teaching situation and teaching style and other aspects. Therefore, by using the students’ classroom learning video as experimental data, the concentration of all students obtained and the concentration line graph is drawn for teacher and student analysis. The length of the video is about 15 minutes, the video is decomposed to obtain 27,000 pictures of each student’s head posture and facial expression so that the analysis of facial expression and head posture can be carried out, the concentration analysis is carried out in 30 seconds to calculate the concentration score, and finally, the concentration of all students in the whole class is calculated.

According to the curve, we can see that the teacher’s teaching style and teaching level are good and can attract students’ attention so that they are basically in a state of concentration, but because the teacher’s introduction is not good, students’ attention is not able to enter the class in time in the beginning; this is something that the teacher needs to improve. As the middle section of classroom teaching belongs to the area where students’ concentration is highly concentrated, the more important knowledge points can be introduced during this period to let students learn and investigate better, while students can learn or review their weak knowledge points independently during this period.

5. Conclusion

Through the classification of classroom expression and head posture, a classroom evaluation system based on classroom expression and head posture was designed using a fuzzy comprehensive evaluation algorithm, and the data of both were displayed in the form of scores and interpreted using line graphs to provide a theoretical basis for the subsequent analysis of students’ classroom and teachers’ teaching. The line graph of classroom concentration of individual students in the experiment was displayed, and the concentration curve was combined to analyze and judge the students’ concentration and teachers’ teaching; at the same time, the concentration curve of the whole class was displayed for all students, and the classroom concentration of all students and teachers was analyzed and evaluated by combining with the concentration curve, to verify the rationality and relevance of the relevant system, by designing the teacher evaluation. To verify the relevance of the system, a teacher evaluation scale was designed to allow teachers to manually score the five students in the video and compare their scores with the system scores to determine the relevance of the system and finally determine its feasibility and validity. The algorithm acceleration system was modularized, and a series of modules were designed from image acquisition to storage, to processing and finally image display, and hardware simulation experiments were conducted for the important parts of each module to ensure the correctness of its integrated function and acceleration effect, after which the hardware that led the implementation of the modules was carried out through constraints, and the final experimental results were obtained, which proved the good effect of the algorithm improvement and illustrated that the hardware led algorithm.
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