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With the development of urban economic construction and urban planning, higher requirements are put forward for the
government community in the corresponding community management, community service, and other related things. As an
important technical means to assist the government and community in management, video recognition technology plays an
important role in the accurate management and service of the government and community. Traditional algorithms based on
partial differential equations will destroy image edges and image details in video recognition. Based on this, this paper
improves the traditional partial differential equation algorithm of image recognition, selects the GAC model based on image
segmentation in the main function, and innovatively optimizes the stop function of its equation function, so as to improve the
effect of community case image segmentation. In the image smoothing layer, this paper innovatively selects the second
derivative based on image processing as the inherent feature of image recognition, so as to solve the rough problem of image
edge and improve the processing efficiency of the algorithm. In order to further maintain the details of the relevant images of
community cases, this paper integrates the Gaussian curvature driving function on the improved partial differential equation
algorithm, so as to protect the details of the smooth region of the relevant recognition video and solve the disadvantages of the
traditional algorithm. The experimental results show that the improved partial differential equation algorithm proposed in this
paper improves the accuracy of video recognition by about 5% compared with the traditional algorithm. At the same time, the
new algorithm can well ensure the detail integrity of the recognized video.

1. Introduction

The digitization of government community management is
the trend of community development. The digitization of
community management depends on the corresponding dig-
ital technology, including video recognition and Internet of
Things. Accurate, reasonable, and efficient community video
recognition technology is conducive to strengthening the
government’s efficient management of the community and
improving the quality of relevant public services in the com-
munity [1–3]. With the continuous development of video
recognition technology, the corresponding traditional main-
stream video recognition technology mainly includes video
processing, stochastic modeling method, video digital signal
processing algorithm, and partial differential equation algo-
rithm [4, 5]. The corresponding digital signal processing
algorithm mainly relies on the wavelet analysis algorithm

for image processing and recognition. The corresponding
wavelet transform analysis algorithm realizes the processing
and analysis of dynamic signals on the basis of the original
Fourier transform algorithm. At the same time, the wavelet
transform analysis also has the ability to distinguish time,
space, and corresponding frequency; however, the wavelet
transform algorithm has serious defects in the edge protec-
tion of the recognized video or image. It only has certain
advantages in specific image processing fields such as image
noise reduction and segmentation [6–8]. The traditional
partial differential equation algorithm is more and more
widely used because it has strong anisotropic diffusion
performance, so it can protect the edge information of the
recognized video. However, the traditional partial differential
equation image processing algorithm still can not meet
the requirements of today’s community video manage-
ment in image processing details and corresponding
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image processing accuracy; therefore, the improved algo-
rithm based on the traditional partial differential equation
algorithm is very meaningful.

The traditional partial differential equation image pro-
cessing algorithm essentially instructs the recognized image
to change continuously according to a specific partial differ-
ential equation. The final mathematical solution obtained by
continuous calculation and iteration based on this partial
differential equation is the final image processing result [9,
10]. The conventional image processing technology based
on partial differential equation includes the active contour
algorithm, nonlinear diffusion model algorithm, and corre-
sponding level set algorithm. Under the above three core
processing concepts, a variety of partial differential equation
algorithms are derived [11, 12]. The core of the correspond-
ing active contour algorithm is to establish the correspond-
ing energy function by using the internal and external
force constraints of the recognized image and make the cor-
responding curve continuously approach the processed
image by using the joint action of the corresponding internal
and external forces [13]. The core idea of the corresponding
level set algorithm is to treat the corresponding recognized
image as a level set curve [14]. The corresponding core idea
of the corresponding nonlinear diffusion model algorithm is
to use the nonlinear function whose diffusion function
changes with the local properties of the corresponding image
to process the corresponding image or video [15]. The con-
ventional partial differential equation processing algorithm
can give the continuity model of the recognized image or
video, so as to transform the processing process correspond-
ing to the processed image into an image processing prob-
lem varying with time, so that the gray level corresponding
to the corresponding recognized image depends on a math-
ematical partial differential function and realize the connec-
tion of the image physical process through continuous
iteration, so as to visually analyze the gradient, level set, cur-
vature, and other features of the corresponding video or
image. Compared with other algorithms, the traditional par-
tial differential equation algorithm has good adaptability in
the corresponding local video processing. It can protect the
image texture and edge details while processing the video
or image [16, 17].

In view of the disadvantages of the above traditional par-
tial differential equation in video or image processing, this
paper will improve the traditional partial differential equa-
tion image recognition algorithm, select the GAC model
based on image segmentation on the main function, and
optimize its corresponding stop function, so as to improve
its corresponding image segmentation effect; at the level of
image smoothing, this paper selects the second derivative
based on image processing as the inherent feature of the rec-
ognition image, so as to solve the rough problem of image
edge and improve the processing efficiency of the algorithm.
In order to further maintain the details of the recognized
image, this paper integrates the Gaussian curvature driving
function on the improved partial differential equation algo-
rithm, so as to protect the details of the smooth region of
the relevant recognized video. The experimental results
show that the improved partial differential equation algo-

rithm proposed in this paper improves the accuracy of video
recognition by about 5% compared with the traditional algo-
rithm. At the same time, the new algorithm can well ensure
the detail integrity of the recognized video.

The structure of this paper is as follows: in Section 2, the
current research status of traditional partial differential
image recognition algorithms will be analyzed and studied.
In Section 3, the improved partial differential image recogni-
tion algorithm is analyzed and studied, and the Gaussian
curvature driving function is analyzed and studied in detail.
Section 4 of this paper will experiment with the algorithm
proposed in this paper and analyze the experimental results.
Finally, this paper will be summarized.

2. Correlation Analysis: Research Status of
Image Recognition Algorithm Based on
Partial Differential Equation

At the corresponding level of image recognition, the partial
differential equation algorithm has been studied and opti-
mized by a large number of scholars and research institu-
tions because of its natural advantages of detail protection.
European and American researchers first proposed an image
model based on anisotropic diffusion, which directly
replaces the isotropic diffusion in Gaussian smoothing.
Based on this model, such as the P-M diffusion model, non-
linear diffusion model, partial differential equation of image
processing based on impulse filter, and image denoising
algorithm based on TV total variation continue to appear,
thus, the relevant partial differential equation algorithm is
introduced [18–20]. In order to further explore the defi-
ciency of the uniform linear diffusion image processing
model in the conventional partial differential equation algo-
rithm, the nonuniform diffusion equation is gradually intro-
duced. The model can make the corresponding recognized
image have a relatively large diffusion coefficient at the cor-
responding flat place and a smaller diffusion coefficient at
the corresponding image edge. However, this algorithm will
be seriously disturbed by noise when routinely using image
gradient to judge the corresponding image edge, resulting
in large error in the result [21]. In order to solve the above
error problems, relevant American researchers proposed a
nonlinear diffusion model equation, which proposed a large
number of anisotropic nonlinear diffusion partial differential
equations and selected the diffusion coefficients in different
directions based on the anisotropic diffusion equation, so
as to remove the image noise and protect the corresponding
features of the image edge [22]. In order to solve the short-
comings of the above uniform linear diffusion image pro-
cessing model, the diffusion coefficient must take into
account the structural characteristics and important detail
information of the image to be processed and construct a
structure that can reduce the diffusion at the edge according
to the structural and detail characteristics of the image to be
processed, so as to effectively retain the important features of
the image while denoising. Based on this, the nonuniform
diffusion equation is proposed and applied by the research
community. The corresponding essential core idea is to
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construct an appropriate diffusion coefficient function, so
that there is a relatively large diffusion coefficient at the flat
part of the image and a small diffusion coefficient at the edge
of the image, so as to solve the problems of unclear local
detail processing in the nonlinear diffusion partial differen-
tial equation. However, when using a gradient to judge the
edge, this method will be greatly affected by noise and pro-
duce large deviation. In order to further overcome the short-
comings of the above nonuniform diffusion equation,
relevant researchers further proposed an improved nonlin-
ear diffusion equation model, which can effectively avoid
the error caused by the noise of the abovementioned non-
uniform diffusion equation. At the same time, relevant
follow-up researchers further studied the image processing
model of nonlinear diffusion equation, proposed some
anisotropic nonlinear diffusion partial differential equations,
and further improved the improved nonlinear diffusion par-
tial differential equation. The corresponding essential princi-
ple is that the anisotropic nonlinear diffusion equation uses
the diffusion coefficients in different directions. It can
remove noise and maintain image features such as edges.
In order to further solve the image edge blur problem corre-
sponding to the traditional partial differential equation algo-
rithm, relevant researchers proposed an image processing
model of forward and backward diffusion equation. Its main
core idea is to select the corresponding negative value at the
edge of the recognized image as the diffusion coefficient, so
as to realize the edge sharpening of the processed image
and realize the final noise reduction of the image [23–25].

3. Improved Partial Differential Equation
Video Recognition Algorithm Based on
Gaussian Curvature Driving Function

This section mainly analyzes and studies the corresponding
principle of the improved partial differential equation video
recognition algorithm and analyzes and studies its key tech-
nologies. The corresponding algorithm analysis system is
shown in Figure 1. It can be seen from Figure 1 that the
improved algorithm selects the GAC model based on image
segmentation on the main function and optimizes its corre-
sponding stop function, so as to improve its corresponding
image segmentation effect. At the level of image smoothing
processing, this paper selects the second derivative based
on image processing as the inherent feature of the recogni-
tion image; so as to solve the problem of rough image edge,
the processing efficiency of the algorithm is improved. In the
image edge processing part corresponding to the whole sys-
tem, the Gaussian curvature driving function is mainly used
to process and analyze the image edge. The Gaussian curva-
ture driving function further optimizes the detail processing
of the recognized video or image to a certain extent, so as to
improve the performance of the recognition algorithm to a
certain extent.

3.1. Gaussian Curvature Driving Function. In order to fur-
ther optimize the detail processing of the recognized video,
the denoising model used in the improved algorithm is an
improved model based on the Gaussian curvature driving

function. The corresponding core principle is to treat the
recognized image or video as a two-dimensional surface in
the three-dimensional space corresponding to the coordi-
nate axis, so as to introduce the geometric characteristics
corresponding to the image into the corresponding denois-
ing partial differential equation for processing; at this time,
the corresponding image or video noise is identified as a
local Gaussian curvature function, and it can be effectively
eliminated and replaced by other corresponding functions.
The original function of the corresponding Gaussian curva-
ture driving function is shown in formula (1). All conven-
tional coefficients in the following formula (1) are real
values greater than zero. The corresponding mathematical
symbol t represents the time variable of the system, the
mathematical symbol m represents the image gradient of
the recognized image, and the mathematical symbol n repre-
sents the corresponding divergence operator.

mt = div
ϕ mij mii −mij

� �� �
1 +mi +mj

� �
1 −mi +mj

� �∇m x, yð Þ: ð1Þ

It is optimized and improved based on the above for-
mula. The corresponding improvement process is shown in
Figure 2. It can be seen from the figure that it is mainly
divided into two levels: the establishment of the model and
the numerical solution optimization algorithm of the
improved model. In the process of establishing the corre-
sponding model, the corresponding mathematical expres-
sion of the improved model is shown in formula (2), and
the specific definition of the corresponding key function is
shown in formula (3); the corresponding mathematical sym-
bol definition in the formula is unified with the above for-
mula. At this moment, the corresponding function model
will control the diffusion of the function according to the
Gaussian curvature and the corresponding gradient. When
the corresponding Gaussian curvature is in the area where
the corresponding value is zero, the corresponding model
will stop the diffusion operation, and when the value corre-
sponding to the corresponding Gaussian curvature is not
zero, the corresponding diffusion speed will be accelerated.
Based on this, it can be seen that the diffusion speed of the
improved model can be well controlled compared with the
traditional model, and the edge details of the recognized
video or image can be better protected compared with the
traditional Gaussian curvature model.

dm
dt

= div φ Hðð Þ ∗ ∇mð Þ2∗∇m x, yÞð Þ, ð2Þ

ϕ Hð Þ = ℓ − 2ℓ − 1ð Þ x
λ

� �2
+ ℓ + 1ð Þ x

λ

� �4
,−λ < x < λ,

⋯

0, x ≥ λ or x≤−λ:

8>><
>>:

ð3Þ
The numerical solution algorithm level in the corre-

sponding improved Gaussian curvature driving function
algorithm model is mainly the corresponding model formula
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in discretization formula (2). Based on this, the correspond-
ing new solution formula is shown in formula (4), in which
the formula details corresponding to function formula G are
shown in formula (5), and the corresponding final solution
result will be continuously approximated by formula (6);
finally, the desired solution is obtained.

m2 =m1 + div ϕ Hð Þ∗∇m ∗ ∇mð Þ0� �� �
,

⋯

mi+1 =mi + div ϕ Hð Þ∗∇m ∗ ∇mð Þi−1� �� �
,

8>><
>>: ð4Þ

div ϕ Hð Þ∇m ∇mð Þi� �
= ϕ Hð Þ ∇mð Þi−1 ∂H∂x
� �

t

+ ϕ Hð Þ ∇mð Þi−1 ∂H∂y
� �

t

,

ð5Þ

ϕ Hð Þ = ℓ − 2ℓ − 1ð Þ x
λ

� �2
+ ℓ + 1ð Þ x

λ

� �4
,−λ < x < λ,

⋯

0, x ≥ λ or x≤−λ:

8>><
>>:

ð6Þ

From the expression of the above formula, it can be seen
that the improved Gaussian curvature driving function
model is essentially to calculate the product of the principal
curvature corresponding to the model. When the corre-
sponding principal curvature is zero, the corresponding
regions are all zero, and the corresponding Gaussian curva-
ture corresponding to the region where the so-called average
curvature is not zero may also be zero, Therefore, based on
this point, the problem that the corresponding detail struc-
ture and corresponding image features cannot be retained
in the case of corresponding average curvature can be well
solved. In essence, in the corresponding main algorithm
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flow, the Gaussian curvature driving function model is used as
the front and back filters of the image input. Compared with
the traditional filter, the improved Gaussian curvature driving
function model can effectively remove most of the noise.

3.2. Analysis of Improved Partial Differential Equation Video
Recognition Algorithm. The main function model used in the
selection of the improved partial differential equation video
recognition algorithm is the GAC model. In essence, it is
to segment the recognized image or model and gradually
transform the corresponding image segmentation problem
into the energy functional problem of the corresponding
minimization curve. The corresponding function of the cor-
responding improved GAC model is shown in formula (7).
In the corresponding formula, s represents the parameter
function, and the corresponding function g is the subtrac-
tion function.

P c sð Þ½ � = b1 ∗
ðt
0
g s pð Þ∗∇qð Þdt + b2 ∗

ðt
0
s pð Þj jdtÞ: ð7Þ

Based on this, the corresponding image curve segmenta-
tion is essentially similar to light propagation. It needs to use
the corresponding minimization formula to determine the
contour of the object in the relevant image. The correspond-
ing calculation formula is shown in formula (8). The corre-
sponding LðcÞ function in the formula represents the arc
length corresponding to the closed curve C, and the corre-
sponding LRðcÞ function represents the corresponding target
minimum functional. The image gradient descent function
stream corresponding to equation (7) is shown in

∂ sð Þ
∂ tð Þ = �d ∗ sð Þ−∇g ∗ �d

� �
: ð8Þ

Based on the analysis of the above basic formula, the
action behavior demonstration diagram of the correspond-
ing GAC model is shown in Figure 3. From the figure, it
can be seen that the corresponding model behavior is mainly
divided into two parts. The corresponding first part is essen-
tially the result of the interaction between the average curva-
ture motion and the nonnegative scalar factor. In this result,
when the corresponding curvature is positive, the corre-
sponding curve moves inward, and when the corresponding
curvature is negative, the corresponding curve moves out-
ward. At the same time, the total length of the corresponding
curve will continue to shorten and gradually tend to be
smooth; at this time, the corresponding nonnegative scalar
factor will gradually tend to 1, and the corresponding trend
formula is shown in formula (9). At the same time, the non-
negative scalar factor near the corresponding image edge will
tend to 0. At this time, the corresponding trend formula is
shown in formula (10). The corresponding second part
mainly discusses the two dominant forces of the GAC model
at this time, which correspond to internal force and external
force, respectively. The corresponding internal force mainly
makes the control curve shape, the corresponding curve
smooth and round, and the corresponding external force
mainly drives the curve close to the boundary area in the

image; finally, the curve stops at the boundary of the object
in the recognized video or image.

∇g⟶ 0 ≻ g ≈ 1, ð9Þ

∇g⟶ r ≻ g ≈ 1: ð10Þ
The energy minimization processing method is followed

when actually using the GAC model for video or image
processing. The main factors considered are as follows: con-
ventional community video can be understood as the defor-
mation of corresponding abstract data under the action of
internal and external forces, and the physical essence of cor-
responding video or image is expressed by energy function
based on the processing model itself. When the internal
and external functions corresponding to the corresponding
processed image reach a certain balance, the identified video
or image will minimize the energy. At this time, the image
solution obtained by the model is the corresponding best
output video or image solution. The corresponding energy
minimization method is mainly to find the partial
differential description equation Euler Lagrange equation
corresponding to the main function GAC model. The corre-
sponding way of seeking energy minimization is mainly
based on the variational idea, and the relevant equations
are solved based on the energy generalization extreme value
problem. The corresponding processing steps are as follows:

Step1: analysis considers the properties of the recognized
video or image, the smoothness of the corresponding
restored image or video and its consistency with the corre-
sponding ideal output image, as well as the details and edge
protection of the corresponding image or video edge.

Step2: makes a reasonable and effective mathematical
language description based on the properties obtained in
step 1, so as to obtain a preliminary energy generalization
function. At the same time, different mathematical descrip-
tion models are established for different community scenes.
At the same time, the existence, stability, and uniqueness
of the relevant models are analyzed and described, and
finally, the corresponding Euler Lagrange solution equation
is obtained.

Step3: focuses on solving the corresponding solutions
when solving the corresponding partial differential equa-
tions. In this paper, the iterative method is selected for
equation solving. In the actual operation, attention should
be paid to the rational use of algorithms and sample data,
so as to avoid a large number of operation processing and
unnecessary waste of resources.

In the stop function of the corresponding algorithm,
select the stop function shown in formula (11) and formula
(12), and its corresponding function performance is shown
in Figure 4. It can be seen from the figure that the corre-
sponding stop function will rapidly decline within a certain
range under the corresponding appropriate parameters, so
as to meet the requirements of the main function.

gs1 ið Þ = 1 − i/kð Þ2
1 + i/kð Þ2� �

 !
, ð11Þ
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gs2 ið Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−

i ∗ i

k ∗ kð Þ2
� �s

: ð12Þ

In order to further denoise the corresponding recognized
video and image, an adaptive denoising model based on tra-
ditional wavelet transform is added at the end of the main
algorithm, and the denoising model is regarded as the filter
at the end. The corresponding denoising model function is
shown in formula (13); in the corresponding formula, the
detail functions corresponding to function PðmÞ and func-
tion YðmÞ are shown in formula (14) and formula (15).

min⟶ e mð Þ = P Mð Þ + Y Mð Þ, ð13Þ

P Mð Þ =∬
λ

1 + M/ k ∗ kð Þð Þð Þ
� �

, ð14Þ

Y Mð Þ =∬ M x, yð Þ −mo x, yð Þj j2: ð15Þ
The system outputs the final processed video and image

level and further adds a frequency filter for filtering process-

ing. In this module, the corresponding image frequency is
combined with the corresponding image gradient. When
the corresponding recognized image or a small part of the
video has a local gradient, the corresponding here is the cor-
responding smooth area. Then, the corresponding image fre-
quency is relatively low. Based on this, the image frequency
is used to distinguish the edge and noise of the correspond-
ing recognized image or video, so as to more finely reflect the
local features of the image, and further distinguish the image
edge features and the smooth region of the image.

4. Experiment and Analysis

In order to further verify the superiority of this algorithm,
this paper makes an experimental analysis based on the
video samples corresponding to a large government commu-
nity. The corresponding experimental samples are four
groups of government community management-related
videos, and the comparative experimental algorithms are
three, corresponding to the traditional wavelet transform
analysis algorithm, the traditional algorithm based on the
partial differential equation, and the improved algorithm of
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the partial differential equation in this paper. The signal-to-
noise ratio experimental curves and corresponding mean
square deviation curves of the corresponding three different
algorithms under four groups of videos are shown in
Figures 5 and 6. It can be seen from the figure that the algo-
rithm proposed in this paper can not only visually reflect the
effect of the original image but also obtain a higher image
signal-to-noise ratio, and the corresponding image denois-
ing effect is better and excellent. Further analysis of the
signal-to-noise ratio experimental curves and the corre-
sponding mean square deviation curves corresponding to
Figures 5 and 6 shows that the signal-to-noise ratio advan-
tages of the wavelet analysis algorithm and traditional partial

differential equation algorithm are not distinguished in some
video samples, and the signal-to-noise ratio stability of the
two algorithms in different video samples is relatively low;
the improved partial differential equation algorithm pro-
posed in this paper adds a lot of auxiliary processing
algorithms, so its corresponding signal-to-noise ratio is rela-
tively stable when dealing with different video samples.

In order to verify the recognition accuracy of the algo-
rithm for specific videos, specific target accuracy experi-
ments are also carried out based on the above four groups
of sample videos, and the accuracy is determined by taking
the criminal cases in the image as the target (mainly defining
whether there are police, police cars, and other landmark
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objects). The corresponding experimental results are shown
in Figure 7; it can be seen from the figure that the algorithm
proposed in this paper is closer to the real situation, and its
recognition accuracy is improved by about 5% compared
with the traditional algorithm. At the same time, by further
analyzing the accuracy curves of the three algorithms under
the condition of four groups of sample videos, it can be
found that when identifying one or several established
videos, the accuracy difference between the wavelet analysis
algorithm and the traditional partial differential equation
algorithm is small, and even the accuracy corresponding to
some video samples overlaps; this shows that these two algo-
rithms have disadvantages in terms of video recognition
accuracy. Correspondingly, the accuracy of the improved par-
tial differential equation algorithm proposed in this paper has
obvious advantages compared with the other two algorithms,
which benefits from the enhancement of some weak details
by the auxiliary algorithm, which increases the discrimination
conditions of the algorithm and improves the accuracy of the
algorithm in identifying relevant video frequencies.

When the corresponding sample environment is further
deteriorated, the corresponding environmental noise is
increased. At this time, a comparative experiment is carried
out for the above three algorithms. The corresponding
experimental accuracy is shown in Figures 8(a) and 8(b). It
can be seen from the figure that the accuracy of the algo-
rithm proposed in this paper still has obvious advantages
in complex environment. Through careful analysis, it can
be found that in the video samples with Gaussian white
noise, the accuracy performance of wavelet analysis algo-
rithm and traditional partial differential equation algorithm
is relatively less affected, mainly because the algorithm itself
does not pay attention to the accuracy problem. The recog-
nition accuracy of the corresponding improved partial dif-
ferential equation algorithm for specific video decreases
relatively slightly, and the same situation also occurs in the

situation of increasing shot noise, which further shows that
the design of the algorithm in this paper has full consider-
ation at the corresponding filter level. Considering that the
conventional community environment is relatively complex,
please note that the corresponding noise interference may be
superimposed by a variety of noises. Therefore, further
thinking from the perspective of decreasing accuracy, it
can be found that the improved algorithm in this paper
actually has some factors of unstable anti-interference per-
formance, which will be paid more attention in the follow-
up research.

Based on the above experiments and the corresponding
result analysis, it can be concluded that this algorithm not
only improves the traditional partial differential equation
algorithm but also further solves the disadvantages of the
traditional algorithm, so as to realize the advantages of
image and video recognition in accuracy and signal-to-
noise ratio, which has obvious practical significance.

Due to the complexity of the corresponding environ-
ment of community-related video cases, in the community
cases with problems in the corresponding light or lighting,
this paper adds auxiliary image or video processing algo-
rithms for special scenes. The algorithm module mainly pro-
cesses based on the change of the gradient field of the
recognized image or video, places the corresponding recog-
nized image or video in the gradient domain in the module
for consideration, and improves the comparison of the proc-
essed image or video by changing the corresponding gradi-
ent field distribution; through the corresponding gradient
field of image enhancement, the detail enhancement pro-
cessing of the image or video in the environment with rela-
tively poor relevant conditions is realized, the edge details
of the image or video with relatively small occurrence times
are strengthened, and the problems of image darkening or
brightening caused by light problems are improved. The
processing steps of the auxiliary processing algorithm are
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Figure 7: Curve of recognition accuracy of different algorithms for established targets under four groups of sample videos.
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as follows: using the image gradient field enhancement func-
tion to enhance the image gradient of the processed image or
video, while keeping the corresponding gradient direction
unchanged, and limiting the value range of the correspond-
ing image gradient modulus in the transformation process.

5. Summary

This paper mainly analyzes the relevant technical analysis of
current government community video recognition, analyzes
and studies the video recognition algorithm of partial differ-
ential equation, and points out its corresponding research
status. Based on the current disadvantages, this paper selects

the GAC model based on image segmentation on the main
function of the improved partial differential equation and
optimizes its corresponding stop function, so as to improve
its corresponding image segmentation effect. At the level of
image smoothing processing, this paper selects the second
derivative based on image processing as the inherent feature
of the recognition image; thus, the rough problem of image
edge is solved and the processing efficiency of the algorithm
is improved. In order to further maintain the details of the
recognized image, this paper integrates the Gaussian curva-
ture driving function on the improved partial differential
equation algorithm, so as to protect the details of the smooth
region of the relevant recognized video. The experimental
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Figure 8: (a) Recognition accuracy curve of different algorithms for given targets under four groups of sample videos in complex
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results show that the improved partial differential equation
algorithm proposed in this paper improves the accuracy of
video recognition by about 5% compared with the tradi-
tional algorithm. At the same time, the new algorithm
can well ensure the detail integrity of the recognized video.
In the follow-up research, this paper will conduct experi-
mental verification for community cases in a complex
environment to verify whether the algorithm in this paper
still has advantages in this environment. At the same time,
it will improve its shortcomings, reduce the consumption
of computing resources, improve the iterative performance
of the algorithm, and improve the performance of human-
computer interaction.

Data Availability

The data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

The author declares that there are no known competing
financial interests or personal relationships that could have
appeared to influence the work reported in this paper.

References

[1] F. Vidal-Codina, N. C. Nguyen, M. B. Giles, and J. Peraire, “A
model and variance reduction method for computing statisti-
cal outputs of stochastic elliptic partial differential equations,”
Journal of Computational Physics, vol. 297, no. 3, pp. 700–720,
2015.

[2] K. Lee and H. C. Elman, “A preconditioned low-rank projec-
tion method with a rank-reduction scheme for stochastic par-
tial differential equations,” Society for Industrial and Applied
Mathematics SIAM journal on scientific and statistical comput-
ing, vol. 39, no. 5, pp. S828–S850, 2017.

[3] L. Zhong, S. Tang, and L. Qiao, “Bifurcations and exact travel-
ing wave solutions for a class of nonlinear fourth-order partial
differential equations,” Nonlinear Dynamics, vol. 80, no. 1-2,
pp. 129–145, 2015.

[4] S. Li and X. Yang, “Novel image inpainting algorithm based on
adaptive fourth-order partial differential equation,” IET Image
Processing, vol. 11, no. 10, pp. 870–879, 2017.

[5] M. Shivhare, P. C. Podila, and D. Kumar, “A uniformly con-
vergent quadratic B-spline collocation method for singularly
perturbed parabolic partial differential equations with two
small parameters,” Journal of Mathematical Chemistry,
vol. 59, no. 1, pp. 186–215, 2021.

[6] S. Rashid, K. T. Kubra, A. Rauf, Y. M. Chu, and Y. S. Hamed,
“New numerical approach for time-fractional partial differen-
tial equations arising in physical system involving natural
decomposition method,” Physica Scripta, vol. 96, no. 10, article
105204, 2021.

[7] L. Borcea, V. Druskin, A. V. Mamonov, and M. Zaslavsky, “A
model reduction approach to numerical inversion for a para-
bolic partial differential equation,” Inverse Problems, vol. 30,
no. 12, article 125011, 2014.

[8] Z. Fang, C. da Silva, R. Kuske, and F. J. Herrmann, “Uncer-
tainty quantification for inverse problems with weak partial-

differential-equation constraints,” Geophysics, vol. 83, no. 6,
pp. R629–R647, 2018.

[9] Q. Xu and J. S. Hesthaven, “Stable multi-domain spectral pen-
alty methods for fractional partial differential equations,” Jour-
nal of Computational Physics, vol. 257, no. A, pp. 241–258,
2014.

[10] M. B. Abd-El-Malek and A. M. Amin, “Lie group method
for solving viscous barotropic vorticity equation in ocean
climate models,” Computers & Mathematics with Applica-
tions, vol. 75, no. 4, pp. 1443–1461, 2018.

[11] Y. Xing and Y. Yan, “A higher order numerical method for
time fractional partial differential equations with nonsmooth
data,” Journal of Computational Physics, vol. 357, no. 4,
pp. 305–323, 2018.

[12] R. Guo, Y. Xia, and Y. Xu, “Semi-implicit spectral deferred cor-
rection methods for highly nonlinear partial differential equa-
tions,” Journal of Computational Physics, vol. 338, no. 4,
pp. 269–284, 2017.

[13] J. Y. Chang, R. Y. Chen, and C. C. Tsai, “Symmetric method of
approximate particular solutions for solving certain partial
differential equations,” Engineering Analysis with Boundary
Elements, vol. 119, no. 7, pp. 105–118, 2020.

[14] Z. Sun, “Multi-symplectic quasi-interpolation method for
Hamiltonian partial differential equations,” Journal of Compu-
tational Physics, vol. 395, no. 12, pp. 125–143, 2019.

[15] V. Gishlarkaev, “A method for representing solutions of the
Cauchy problem for linear partial differential equations,” Rus-
sian Academy of Sciences Sbornik Mathematics, vol. 209, no. 2,
pp. 222–240, 2018.

[16] J. Jia and H. Wang, “A fast finite difference method for
distributed-order space-fractional partial differential equa-
tions on convex domains,” Computers & Mathematics with
Applications, vol. 75, no. 6, pp. 2031–2043, 2018.

[17] W. A. Kareem, S. Izawa, M. Klein, and Y. Fukunishi, “A hyper-
bolic partial differential equation model for filtering turbulent
flows,” Computers & Fluids, vol. 190, no. 16, pp. 156–167,
2019.

[18] C. M. Elliott and T. Ranner, “Finite element analysis for a
coupled bulk-surface partial differential equation,” IMA Jour-
nal of Numerical Analysis, vol. 33, no. 2, pp. 377–402, 2013.

[19] N. S. Gabbasov, “On numerical solution of one class of
integro-differential equations in a special case,” Computational
Mathematics and Mathematical Physics, vol. 60, no. 10,
pp. 1666–1678, 2020.

[20] C. N. Sam and Y. C. Hon, “Generalized finite integration
method for solving multi-dimensional partial differential
equations,” Engineering Analysis with Boundary Elements,
vol. 99, no. 9, pp. 248–259, 2019.

[21] Y. Gurefe, “The generalized Kudryashov method for the non-
linear fractional partial differential equations with the beta-
derivative,” Revista Mexicana de Fisica, vol. 66, pp. 771–781,
2020.

[22] Ö. Kıvanç Kürkçü, E. Aslan, and M. Sezer, “An advanced
method with convergence analysis for solving space-time frac-
tional partial differential equations with multi delays,” Euro-
pean Physical Journal Plus, vol. 134, no. 8, article 12761,
pp. 11–23, 2019.

[23] A. H. Bhrawy and M. A. Zaky, “A method based on the Jacobi
tau approximation for solving multi-term time- space frac-
tional partial differential equations,” Journal of Computational
Physics, vol. 281, no. 4, pp. 876–895, 2015.

10 Advances in Mathematical Physics



[24] J. Hloušek, M. Ježek, and J. Fiurášek, “Direct experimental cer-
tification of quantum non-Gaussian character and Wigner
function negativity of single-photon detectors,” Physical
Review Letters, vol. 126, no. 4, article 043601, pp. 11–21, 2021.

[25] M. Dutra, S. Wickramasinghe, and S. Garashchuk, “Multidi-
mensional tunneling dynamics employing quantum-
trajectory guided adaptable Gaussian bases,” The Journal of
Physical Chemistry A, vol. 124, no. 44, pp. 9314–9325, 2020.

11Advances in Mathematical Physics


	Video Recognition of Government Community Management Cases Based on Partial Differential Equation Method
	1. Introduction
	2. Correlation Analysis: Research Status of Image Recognition Algorithm Based on Partial Differential Equation
	3. Improved Partial Differential Equation Video Recognition Algorithm Based on Gaussian Curvature Driving Function
	3.1. Gaussian Curvature Driving Function
	3.2. Analysis of Improved Partial Differential Equation Video Recognition Algorithm

	4. Experiment and Analysis
	5. Summary
	Data Availability
	Conflicts of Interest

