
Research Article
Global Well-Posedness and Analyticity for the Three-Dimensional
Incompressible Nematic Liquid Crystal Flows in Scaling
Invariant Spaces

Xuanjiang Liu ,1 Fuyi Xu ,1 and Peng Fu 2

1School of Mathematics and Statistics, Shandong University of Technology, Zibo 255049, China
2School of Agricultural Engineering and Food Science, Shandong University of Technology, Zibo 255049, China

Correspondence should be addressed to Xuanjiang Liu; xjliu1978@163.com, Fuyi Xu; zbxufuyi@163.com,
and Peng Fu; fupeng@sdut.edu.cn

Received 17 January 2022; Accepted 25 April 2022; Published 2 June 2022

Academic Editor: Luigi C. Berselli

Copyright © 2022 Xuanjiang Liu et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

The Cauchy problem for the three-dimensional incompressible flows of liquid crystals in scaling invariant spaces is considered. In
this work, we exhibit three results. First, we prove the global well-posedness of mild solution for the system without the
supercritical nonlinearity j∇dj2d when the norms of the initial data are bounded exactly by the minimal value of the viscosity
coefficients. Our second result is a proof of the global existence of mild solution in the time dependent spaces for the system
including the term j∇dj2d for small initial data. Lastly, we also get analyticity of the solution.

1. Introduction and Main Results

Liquid crystals are substances that exhibit a phase of matter
that has properties between those of a conventional liquid
and those of a solid crystal. A liquid crystal may flow like a
liquid, but its molecules may be oriented in a crystal-like
way. There are many different types of liquid crystal phases,
which can be distinguished based on their different optical
properties. One of the most common liquid crystal phases
is the nematic, where the molecules have no positional order,
but have long-range orientational order. Nematic liquid
crystals are aggregates of molecules which possess same ori-
entational order and are made of elongated, rod-like mole-
cules (see [1–3]). The continuum theory of liquid crystals
was developed by Ericksen [4] and Leslie [5] during the
period of 1958 through 1968, and for more details, see also
the book by de Gennes [6]. Since then, there have been
remarkable research developments in liquid crystals from
both theoretical and applied aspects. When the fluid con-
taining nematic liquid crystal materials is at rest, we have
the well-known Ossen-Frank theory (for static nematic liq-
uid crystals, see Hardt-Lin-Kinderlehrer [7]) on the analysis
of energy minimal configurations of nematic liquid crystals.

In this paper, we mainly study two simplified versions of the
hydrodynamics of nematic liquid crystals, but still retain
most of the interesting mathematical properties of the orig-
inal Ericksen-Leslie model (see [4, 5]).

In 1989, Lin [8] first proposed the following a simplified
three-dimensional Ericksen-Leslie equation modeling incom-
pressible liquid crystal flows

∂tu + u · ∇u − μΔu+∇Π = −θ div ∇de∇dð Þ,
∂td + u · ∇d = ν Δd + ∇dj j2d� �

,
div u = 0,
u, dð Þjt=0 = u0, d0ð Þ,

8>>>>><>>>>>:
ð1Þ

where u ∈ℝ3 is the velocity and d ∈ S2 (the unit sphere in
ℝ3) is the unit-vector field that represents the macroscopic
molecular orientations. The scalar functionΠ ∈ℝ is the pres-
sure. The positive constants μ, θ, ν stand for viscosity, the
competition between kinetic energy and potential energy,
and microscopic elastic relaxation time or the Deborah num-
ber for the molecular orientation field, respectively. The sym-
bol ⊗ denotes the Kronecker tensor product such that
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u ⊗ u = ðuiujÞ1≤i,j≤3 and ∇de∇d denotes a matrix whose ij-th

entry is ∂xid · ∂x jdð1 ≤ i, j ≤ 3Þ. Indeed, ∇de∇d = ð∇dÞΤ∇d,
where ð∇dÞΤ denotes the transpose of the 3 × 3 matrix ∇d.
We set θ = 1 since their exact values do not play any role in
our analysis.

For system (1), the appearance of the nonlinear term
j∇dj2d with the restriction jdj = 1 causes significant mathe-
matical difficulties. In 1990s, Lin and Liu [9, 10] introduced
another simplified three-dimensional Ericksen-Leslie equa-
tion modeling incompressible liquid crystal flows:

∂tu + u · ∇u − μΔu+∇Π = − div ∇de∇dð Þ,
∂td + u · ∇d = ν Δd − f dð Þð Þ,
div u = 0,
u, dð Þjt=0 = u0, d0ð Þ,

8>>>>><>>>>>:
ð2Þ

where f ðdÞ is a vector valued, smooth, and bounded func-
tion defined for all d ∈ℝ3.

When d is a constant vector field, systems (1)-(2) reduce
to the three-dimensional incompressible Navier-Stokes
equations, which is an extremely important system to
describe incompressible fluids. It has attracted great interests
among many researchers, and there have been many impor-
tant developments. Leray [11] and Hopf [12] showed the
global existence of weak solutions. Fujita and Kato [13]
established the local well-posedness for large initial data
and the global well-posedness of strong solutions for small
initial data in Sobolev space. Similar results have been estab-
lished in LnðℝnÞ by Kato [14], in critical Besov space

B−1+ðn/pÞ
p,∞ ðℝnÞð1 < p<∞Þ by Cannone [15], and in the larger

space BMO−1 by Koch and Tataru [16]. In 2011, Lei and
Lin [17] proved global well-posedness results in a new space
X−1 (see Definition 4) if ku0kX−1 < μ: Based on it, Benameur
[18] proved a large time decay to the Lei-Lin solution, and
Bae [19] presented analyticity of the solution, respectively.

In the past several decades, there are many fruitful
results on the analysis of System (1). In certain Besov spaces,
Li-Wang [20] obtained the local strong solution with large
initial data and the global strong solution with small data.
Hineman and Wang [21] established the global well-
posedness of system (1) in dimensions three with small ini-
tial data ðu0,∇d0Þ in L3uloc, where L3ulocðℝ3Þ is the space of
uniformly locally L3-integrable functions. We would like to
mention that Wang [22] has recently obtained the global
(or local) well-posedness of system (1.1) for initial data ðu0
, d0Þ belonging to possibly the largest space BMO−1 × BMO
with ∇·u0 = 0, which is a invariant space under parabolic
scaling associated with system (1), with small norms. Tan
and Yin [23] established local well-posedness with large ini-
tial data and the existence of global strong solution to system
(1) with small initial-boundary condition. For system (2),
there are also lots of important conclusions when the func-
tion f ðdÞ = ð1/ε2Þð1 − jdj2Þd or f ðdÞ is identically zero (see
[8–10, 24–26]). Especially, when f ðdÞ = 0, although the case
is physically irrelevant, one believes it is of interest from the

analysis point of view (see [9]). Lin and Liu [9] established
the global existence of classical solutions under the addi-
tional assumption that the initial data are small in a suitable
sense. Hu-Wang [25] obtained the existence and uniqueness
of the global strong solution with small initial data. It should
be emphasized that the norms in corresponding spaces of
the initial data in all these works mentioned above for sys-
tem (2) are smaller than the viscosity coefficients μ and ν
multiplied by a tiny positive constant ε. Then, an interesting
question arises, namely, whether it is possible to establish
global existence of solutions for the Cauchy problem to the
hydrodynamics of nematic liquid crystals in X−1 ×X0, pro-
vided that the norms of the initial data in X−1 ×X0 are
bounded exactly by the minimal value of the viscosity coef-
ficients. The goal of this paper is to give a positive answer
to this question for system (1.2) when f ðdÞ = 0. On the other
hand, for the more complicated system (1) including the
super critical nonlinearity j∇dj2d, we also prove the the
global existence of mild solution in the time dependent
spaces for small initial data in X−1 ×X0. Furthermore, we
also prove analyticity of mild solution to system (1). Com-
pared with the known results for the incompressible
Navier-Stokes equations [17–19], the main difficulty of sys-
tem (1) is much more complicate nonlinear system due to
the super critical nonlinearity j∇dj2d in the transported heat
flow of harmonic map equation and the strong coupling
nonlinear term divð∇de∇dÞ in the momentum equation. In
particular, in order to avoid trouble by directly taking Fou-
rier transformations for these nonlinear terms, we exploit
some important nonlinear estimates in some time depen-
dent spaces.

Our first main result on system (2) then reads as follows:

Theorem 1. Let f ðdÞ = 0 in system (2). Suppose that ðu0, d0Þ
∈X−1 ×X0 satisfy

u0k kX−1 + d0k kX0 <min μ, νf g: ð3Þ

Then, system (2) has a unique global-in-time solution

u, dð Þ ∈ C 0,+∞ð Þ ;X−1 ×X0� �
∩ L1 0,+∞ð Þ ;X1 ×X2� �

:

ð4Þ

Moreover,

sup
0≤t<∞

u tð Þk kX−1 + d tð Þk kX0
� �

+ μ − u0k kX−1 − d0k kX0
� �ð∞

0

· u τð Þk kX1dτ + ν − u0k kX−1 − d0k kX0
� �ð∞

0
d τð Þk kX2dτ

≤ u0k kX−1 + d0k kX0 :

ð5Þ

Our second main result in the time dependent spaces on
system (1) is the following theorem:
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Theorem 2. Suppose that ðu0, d0Þ ∈X−1 ×X0. There exists a
small enough constant η > 0 such that if

u0k kX−1 + d0k kX0 ≤ η: ð6Þ

Then, system (1) admits a unique global-in-time solu-
tion

u, dð Þ ∈ E def = ~L
∞

X−1� �
× ~L

∞
X0� �� �

∩ ~L
1
X1� �

× ~L
1
X2� �� �

:

ð7Þ

Our third main result on the analyticity of solution for
system (1) is the following theorem.

Theorem 3. Under the assumptions in Theorem 2, then the
solution for system (1) is analytic in the sense that

uk k~L∞ e
ffi
t

p
ΛX−1ð Þ + μ uk k~L1 e

ffi
t

p
ΛX1ð Þ + dk k~L∞ e

ffi
t

p
ΛX0ð Þ

+ ν dk k~L1 e
ffi
t

p
ΛX2ð Þ ≤ C u0k kX−1 + d0k kX0

� �
:

ð8Þ

The rest of the paper unfolds as follows. In the next
section, we recall some basic notions and useful properties
of function spaces. In Section 3, we will present the proof
of Theorem 1. Section 4 is devoted to the proof of Theo-
rem 2. At last, we show the analyticity of the solution to
system (1).

2. Preliminaries

In this section, we introduce some common notations and
basic theories about function spaces, and present some aux-
iliary lemmas.

Definition 4. For α ∈ℝ, we define the function spaces Xα to
be

Xα = f ∈D′ ℝ3� �
: fk kXα<∞

n o
ð9Þ

with

fk kXα def =
ð
ℝ3

ξj jα f̂
��� ���dξ, ð10Þ

where D′ðℝ3Þ represents the space of distributions and f̂
represents the Fourier transformation of f .

By a straight computation, we have

lnl
f lxð Þk kXα

f xð Þk kXα

= lnllα = α: ð11Þ

For all l > 0, systems (1)-(2) are invariant under the fol-
lowing transformations:

~u = lu l2t, lx
� �

, ~Π = l2Π l2t, lx
� �

, ~d = d l2t, lx
� �

: ð12Þ

We say that a function space is the initial critical space
for systems (1)-(2) if the associated norm is invariant under
the transformation ðu0, d0Þ⟶ ð~u0, ~d0Þ≔ ðlu0ðlxÞ, d0ðlxÞÞ
for all l > 0. Obviously, X−1 ×X0 is the critical space for sys-
tems (1.1)-(1.2).

In what follows, we present the following time depen-
dent function spaces.

Definition 5. For α ∈ℝ, we define the function spaces ~L
∞

ðXαÞ and ~L
1ðXαÞ to be, respectively:

~L
∞

Xαð Þ = f ∈D′ ℝ+ ×ℝ3� �
: fk k~L∞ Xαð Þ<∞

n o
, ð13Þ

with

fk k~L∞ Xαð Þ def =
ð
ℝ3

sup
0≤t<∞

ξj jα f̂ t, ξð Þ
��� ���� 	

dξ,

~L
1
Xαð Þ = f ∈D′ ℝ+ ×ℝ3� �

: fk k~L1 Xαð Þ<∞
n o

,
ð14Þ

with

fk k~L1 Xαð Þ def =
ð
ℝ3

ð∞
0

ξj jα f̂ t, ξð Þ
��� ���dt� 	

dξ: ð15Þ

Definition 6. For α ∈ℝ, we define the function spaces ~L
∞

ðe ffiffi
t

p
ΛXαÞ and ~L

1ðe ffiffi
t

p
ΛXαÞ to be, respectively:

~L
∞

e
ffiffi
t

p
ΛXα

� �
= f ∈D′ ℝ+ ×ℝ3� �

: e
ffiffi
t

p
Λ f




 



~L
∞

Xαð Þ
<∞

� �
,

ð16Þ

with

e
ffiffi
t

p
Λ f




 



~L
∞

Xαð Þ
def =

ð
ℝ3

sup
0≤t<∞

e
ffiffi
t

p
ξj j ξj jα f̂ t, ξð Þ

��� ���� 	
dξ,

~L
1
e

ffiffi
t

p
ΛXα

� �
= f ∈D′ ℝ+ ×ℝ3� �

: e
ffiffi
t

p
Λ f




 



~L
1
Xαð Þ

<∞
� �

,

ð17Þ

with

e
ffiffi
t

p
Λ f




 



~L
1
Xαð Þ

def =
ð
ℝ3

ð∞
0
e

ffiffi
t

p
ξj j ξj jα f̂ t, ξð Þ

��� ���dt���� 	
dξ: ð18Þ

Here, e
ffiffi
t

p
Λ is a Fourier multiplier whose symbol is

given by e
ffiffi
t

p jξj .
We next present some important properties of the spaces

mentioned the above, which will be frequently used in this
paper.

Lemma 7 [27].

(i) Let f , g ∈X0, then f g ∈X0 and
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f gk kX0 ≤ fk kX0 gk kX0 : ð19Þ

(ii) Let f ∈Xα ∩Xα+2, then f ∈Xα+1 and

fk kXα+1 ≤ fk k1/2Xα gk k1/2Xα+2 : ð20Þ

(iii) Let f ∈X−1 ∩X1, g ∈X−1 ∩X1, then f g ∈X0 and

f gk kX0 ≤
1
2

fk kX−1 gk kX1 + fk kX1 gk kX−1

� �
: ð21Þ

In particular, if f = g, we have

f 2


 



X0 ≤ fk kX−1 fk kX1 : ð22Þ

(iv) If Dβ f ∈Xα, then f ∈Xα+β and

Dβ f



 




Xα
= fk kXα+β : ð23Þ

For the time dependent function spaces, we have the fol-
lowing properties.

Lemma 8 [27].

(i) Let f ∈ ~L∞ðX0Þ, g ∈ ~L1ðX0Þ, then f g ∈ ~L1ðX0Þ and

f gk k~L1 X0ð Þ ≤ fk k~L∞ X0ð Þ gk k~L1 X0ð Þ: ð24Þ

(ii) Let f ∈ ~L∞ðX−1Þ ∩ ~L
1ðX1Þ, g ∈ ~L∞ðX−1Þ ∩ ~L

1ðX1Þ,
then f g ∈ ~L1ðX0Þ and

f gk k~L1 X0ð Þ ≤
1
2

fk k~L∞ X−1ð Þ gk k~L1 X1ð Þ + fk k~L1 X1ð Þ gk k~L∞ X−1ð Þ
� �

:

ð25Þ

In particular, if f = g we have

f 2


 



~L
1
X0ð Þ ≤ fk k~L∞ X−1ð Þ fk k~L1 X1ð Þ: ð26Þ

(iii) If Dβ f ∈ ~L∞ðXαÞ, then f ∈ ~L∞ðXα+βÞ and

Dβ f



 




~L
∞

Xαð Þ
= fk k~L∞ Xα+βð Þ: ð27Þ

(iv) If Dβ f ∈ ~L1ðXαÞ, then f ∈ ~L1ðXα+βÞ and

Dβ f



 




~L
1
Xαð Þ

= fk k~L1 Xα+βð Þ: ð28Þ

Lemma 9 [27].

(i) Let f ∈ ~L∞ðe ffiffi
t

p
ΛX0Þ, g ∈ ~L1ðe ffiffi

t
p
ΛX0Þ, then f g ∈ ~L1ðe ffiffi

t
p
Λ

X0Þ, and there exists a positive constant C such that

f gk k~L1 e
ffi
t

p
ΛX0ð Þ ≤ C fk k~L∞ e

ffi
t

p
ΛX0ð Þ gk k~L1 e

ffi
t

p
ΛX0ð Þ: ð29Þ

(ii) Let f ∈ ~L∞ðe ffiffi
t

p
ΛX−1Þ ∩ ~L

1ðe ffiffi
t

p
ΛX1Þ, g ∈ ~L∞ðe ffiffi

t
p
ΛX−1Þ

∩ ~L
1ðe ffiffi

t
p
ΛX1Þ, then f g ∈ ~L1ðe ffiffi

t
p
ΛX0Þ, and there exists

a positive constant C such that

f gk k~L1 e
ffi
t

p
ΛX0ð Þ

≤ C fk k~L∞ e
ffi
t

p
ΛX−1ð Þ gk k~L1 e

ffi
t

p
ΛX1ð Þ + fk k~L1 e

ffi
t

p
ΛX1ð Þ gk k~L∞ e

ffi
t

p
ΛX−1ð Þ

� �
:

ð30Þ

In particular, if f = g we have

f 2


 



~L
1
e
ffi
t

p
ΛX0ð Þ ≤ C fk k~L∞ e

ffi
t

p
ΛX−1ð Þ fk k~L1 e

ffi
t

p
ΛX1ð Þ: ð31Þ

(iii) If Dβ f ∈ ~L∞ðe ffiffi
t

p
ΛXαÞ, then f ∈ ~L∞ðe ffiffi

t
p
ΛXα+βÞ and

Dβ f



 




~L
∞

e
ffi
t

p
ΛXαð Þ = fk k~L∞ e

ffi
t

p
ΛXα+βð Þ: ð32Þ

(iv) If Dβ f ∈ ~L1ðe ffiffi
t

p
ΛXαÞ, then f ∈ ~L1ðe ffiffi

t
p
ΛXα+βÞ and

Dβ f



 




~L
1
e
ffi
t

p
ΛXαð Þ = fk k~L∞ e

ffi
t

p
ΛXα+βð Þ: ð33Þ

Lemma 10 [27]. Let u satisfy

∂tu − κΔu = f ,
ujt=0 = u0,

(
ð34Þ
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with κ > 0, f ∈ ~L1ðXαÞ and u0 ∈X
α. Then, for all T > 0

and a positive constant C, the following a priori estimate is
fulfilled:

uk k~L∞ Xαð Þ + κ uk k~L1 Xα+2ð Þ ≤ C u0k kXα + fk k~L1 Xαð Þ
� �

: ð35Þ

Lemma 11 [27]. Let u be a solution to system (34) with κ > 0,

f ∈ ~L1ðe ffiffi
t

p
ΛXαÞ, and v0 ∈X

α. Then, for all T > 0 and a posi-
tive constant C, the following a priori estimate is fulfilled:

uk k~L∞ e
ffi
t

p
ΛXαð Þ + κ uk k~L1 e

ffi
t

p
ΛXα+2ð Þ ≤ C u0k kXα + fk k~L1 e

ffi
t

p
ΛXαð Þ

� �
:

ð36Þ

3. The Proof of Theorem 1

In this section, we prove the proof of Theorem 1 and divide
it into several steps.

Step 1. The approximate solution sequence. Let ρ be the
standard mollifier in ℝ3: ρ ∈ C∞

0 , 0 ≤ ρ ≤ 1, Ð ρðxÞdx = 1.

For λ > 0, let ρλðxÞ = λ−3ρðλ−1xÞ and uλ0 = ρλ ∗ u0, dλ0 = ρλ

∗ d0. For u0 ∈X
−1, d0 ∈X0, since jbρðξÞj ≤ Ð

ρðxÞdx = 1,
one has

uλ0



 




X−1
=
ð
ξj j−1 cu0 ξð Þ�� �� bρ λξð Þj jdξ ≤ u0k kX−1 ,

dλ0



 




X0
=
ð cd0 ξð Þ
��� ��� bρ λξð Þj jdξ ≤ d0k kX0 ,

uλ0



 




L∞
≲
ð
ξj j bρ λξð Þj j ξj j−1 cu0 ξð Þ�� ��dξ ≤ Cλ u0k kX−1 ,

dλ0



 




L∞
≲
ð bρ λξð Þj jcd0 ξð Þjdξ ≤ Cλ d0k kX0 :

8>>>>>>>>>>>><>>>>>>>>>>>>:
ð37Þ

Thus, by slight modifications of the proof of Theorem 3
in [28] or Theorem 2 in [29], we can obtain a unique local
existence for smooth solution ðuλ, dλÞ on some time internal
½0, TλÞ for the liquid crystal flow system. Furthermore,

Therefore, ðuλ, dλÞ ∈ L∞ð0, Tλ ;X−1 ∩X0Þ ∩ L1ð0, Tλ ;
X1 ∩X2Þ.

Step 2. Global uniform estimates
Taking the Fourier transformations of system (2), we get

∂tcuλ − iξcΠλ + μ ξj j2cvλ = −iξ duλ ⊗ uλ
� �

− iξ
d

∇dλe∇dλ
� �

,

∂t
cdλ + ν ξj j2cdλ = −

d
uλ · ∇dλ

� �
,

ξ · cuλ = 0:

8>>>>>><>>>>>>:
ð39Þ

It follows from (39) and Lemma 7(i) (iii) and (iv) that

d
dt

uλ



 




X−1
+ dλ



 




X0

� �
+ μ uλ




 



X1

+ ν dλ



 




X2

≤ uλ ⊗ uλ



 




X0
+ ∇dλe∇dλ



 




X0
+ uλ · ∇dλ



 




X0

≤ uλ



 




X−1
uλ




 



X1

+ ∇dλ



 




X−1
∇dλ




 



X1

+ uλ



 




X−1
∇dλ




 



X1

+ uλ



 




X1
∇dλ




 



X−1

≤ uλ



 




X−1
uλ




 



X1

+ dλ



 




X0
dλ




 



X2

+ uλ



 




X−1
dλ




 



X2

+ uλ



 




X1
dλ




 



X0
:

ð40Þ

uλ



 




X−1
=
ð

ξj j≤1
ξj j−1 cvλ��� ���dξ + ð

ξj j>1
ξj j−2 dffiffiffiffiffiffi−Δ

p
vλ

���� ����dξ ≤ C vλ



 




H1
,

dλ



 




X0
=
ð

ξj j≤1
cvλ��� ���dξ + ð

ξj j>1
ξj j−2 d−Δð Þvλ

��� ���dξ ≤ C vλ



 




H2

8>>><>>>:
ðTλ

0
vλ tð Þ




 



X1
dt =

ðTλ

0

ð
ξj j≤1

ξj j cvλ��� ���dξdt + ðTλ

0

ð
ξj j>1

ξj j−2 dffiffiffiffiffiffi
−Δ

p 3
vλ

���� ����dξdt ≤ C
ðTλ

0
vλ




 



H3
ds,

ðTλ

0
dλ tð Þ




 



X2
dt =

ðTλ

0

ð
ξj j≤1

ξj j2 cdλ���� ����dξdt + ðTλ

0

ð
ξj j>1

ξj j−2 dffiffiffiffiffiffi
−Δ

p 4
vλ

���� ����dξdt ≤ C
ðTλ

0
vλ




 



H4
ds:

8>>>><>>>>:

ð38Þ
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Note that

uλ tð Þ



 




X−1
+ dλ tð Þ



 




X0
< min μ, νf g, ð41Þ

for t ∈ ½0, δ� with 0 < δ < Tλ. Therefore,

d
dt

uλ



 




X−1
+ dλ



 




X0

� �
≤ 0, for t ∈ 0, δ½ �: ð42Þ

Thus, we obtain from (37)

uλ



 




X−1
+ dλ



 




X0
≤ uλ0



 




X−1
+ dλ0



 




X0

≤ u0k kX−1 + d0k kX0 < min μ, νf g:
ð43Þ

From a continuity argument in the time variable, we
have

uλ



 




X−1
+ dλ



 




X0
≤ u0k kX−1 + d0k kX0 < min μ, νf g, ð44Þ

for all t ∈ ½0, Tλ�. From (40), we get for ∀t ∈ ½0, Tλ�

uλ



 




X−1
+ dλ



 




X0
+ μ − u0k kX−1 − d0k kX0
� �

uλ



 




L1 0,t½ �;X1ð Þ
+ ν − u0k kX−1 − d0k kX0
� �

dλ



 




L1 0,t½ �;X2ð Þ ≤ u0k kX−1 + d0k kX0 ,

ð45Þ

which together with (20) and (45) implies that

ðTλ

0
∇uλ tð Þ




 



L∞
dt ≤

ðTλ

0
uλ tð Þ




 



X1
dt ≤

u0k kX−1 + d0k kX0

μ − u0k kX−1 − d0k kX0
,

ð46Þ
ðTλ

0
∇dλ tð Þ




 


2
L∞
dt ≤

ðTλ

0
dλ tð Þ




 


2
X1
dt

≤
ðTλ

0
dλ tð Þ




 



X0

dλ tð Þ



 




X2
dt

≤ dλ



 




L∞ 0,Tλ½ �;X0ð Þ
ðTλ

0
dλ tð Þ




 



X2
dt

≤
u0k kX−1 + d0k kX0

� �2
ν − u0k kX−1 − d0k kX0

,

ð47Þ

where we have used k∇gkL∞ = kF−1ðiξĝÞkL∞ ≤ kiξĝkL1 =
kgkX1 by the definition of the inverse Fourier transformation.

On the other hand, the standard energy method in [30]
gives that

uλ tð Þ



 




Hs
+ dλ tð Þ



 




Hs+1
≤ u0k kHs + d0k kHs+1ð Þ exp

� cs

ðTλ

0
∇uλ sð Þ




 



L∞

+ ∇dλ sð Þ



 


2

L∞


 �
ds

� �
:

ð48Þ

Putting (46) and (47) into (48), we obtain

uλ tð Þ



 




Hs
+ dλ tð Þ



 




Hs+1
≤ u0k kHs + d0k kHs+1ð Þ exp

� cs min u0k kX−1 + d0k kX0

μ − u0k kX−1 − d0k kX0
, u0k kX−1 + d0k kX0
� �2
ν − u0k kX−1 − d0k kX0

( )( )
,

ð49Þ

for all 0 ≤ t < Tλ and all s > 0. This implies thatTλ =∞. More-
over, we obtain the following global uniform estimates for

sup
0≤t<∞

uλ tð Þ



 




X−1
+ dλ tð Þ



 




X0

� �
+ μ − u0k kX−1 − d0k kX0
� �

uλ



 




L1 0,∞Þ½ ;X1ð Þ
+ ν − u0k kX−1 − d0k kX0



� �
dλ




 



L1 0,∞Þ½ ;X2ð Þ

≤ u0k kX−1 + d0k kX0 :

ð50Þ

The estimate (50) implies that there exists a subsequence
of ðuλ, dλÞ (we will still denote it by ðuλ, dλÞ) such that as λ
⟶ 0,

uλ ⇀ u inL1 ℝ+ ;X1� �
, uλ ⇀ uweakly∗ in L∞ ℝ+ ;X−1� �

,

dλ ⇀ d inL1 ℝ+ ;X2� �
, dλ ⇀ dweakly∗ in L∞ ℝ+ ;X0� �

,
ð51Þ

for some,

u, dð Þ ∈ L∞ ℝ+ ;X−1 ×X0� �
∩ L1 ℝ+ ;X1 ×X2� �

: ð52Þ

Step 3. Strong converges
By straight computations, we obtain

uλ0 − u0



 




X−1
=
ð

ξj j≤M
ξj j−1 bζ λξð Þ − 1

��� ��� cu0 ξð Þ�� ��dξ
+
ð

ξj j>M
ξj j−1 bζ λξð Þ − 1

��� ��� cu0 ξð Þ�� ��dξ
≤ 2 sup

ηj j≤λM
bζ ηð Þ − 1
��� ���ð

ξj j<M
ξj j−1 cu0 ξð Þ�� ��dξ

+
ð

ξj j>M
ξj j−1 bζ λξð Þ − 1

��� ��� cu0 ξð Þ�� ��dξ,
dλ0 − d0




 



X0

=
ð

ξj j≤M
bζ λξð Þ − 1
��� ��� cd0 ξð Þ

��� ���dξ + ð
ξj j>M

bζ λξð Þ − 1
��� ��� cd0 ξð Þ

��� ���dξ
≤ 2 sup

ηj j≤λM
bζ ηð Þ − 1
��� ���ð

ξj j<M
cd0 ξð Þ
��� ���dξ

+
ð

ξj j>M
bζ λξð Þ − 1
��� ��� cd0 ξð Þ

��� ���dξ:
ð53Þ

By taking M = λ−1/2, and using bζð0Þ = Ð
ζðxÞdx = 1, we

conclude that
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uλ0 − u0



 




X−1
⟶ 0, dλ0 − d0




 



X0

⟶ 0 as λ⟶ 0: ð54Þ

In what follows, we prove the strong convergences of uλ

and dλ. Similar to (40), we obtain

d
dt

uλ1 − uλ2



 




X−1
+ dλ1 − dλ2



 




X0

� �
+ μ uλ1 − uλ2




 



X1

+ ν dλ1 − dλ2



 




X2

≤ uλ1 ⊗ uλ1 − uλ2
� �


 




X0
+ uλ2 ⊗ uλ1 − uλ2

� �


 



X0

+ ∇dλ1 e ∇uλ1−∇uλ2
� �


 




X0
+ ∇dλ2 e ∇dλ1−∇dλ2

� �


 



X0

+ uλ1 ⊗ ∇dλ1−∇dλ2
� �


 




X0
+ uλ1 − uλ2

� �
· ∇dλ2




 



X0

≤
1
2 uλ1



 




X1
uλ1 − uλ2




 



X−1

+ 1
2 uλ1



 




X−1
uλ1 − uλ2




 



X1

+ 1
2 uλ2



 




X1
uλ1 − uλ2




 



X−1

+ 1
2 uλ2



 




X−1
uλ1 − uλ2




 



X1

+ 1
2 ∇dλ1



 




X1
∇dλ1−∇dλ2




 



X−1

+ 1
2 ∇dλ1



 




X−1
∇dλ1−∇dλ2




 



X1

+ 1
2 ∇dλ2



 




X1
∇dλ1−∇dλ2




 



X−1

+ 1
2 ∇dλ2



 




X−1
∇dλ1−∇dλ2




 



X1

+ 1
2 uλ1



 




x1
∇dλ1−∇dλ2




 



X−1

+ 1
2 uλ1



 




X−1
∇dλ1−∇dλ2




 



X1

+ 1
2 ∇dλ2



 




X1
uλ1 − uλ2




 



X−1

+ 1
2 ∇dλ2



 




X−1
uλ1 − uλ2




 



X1

≤
1
2 uλ1



 




X1
uλ1 − uλ2




 



X−1

+ 1
2 uλ1



 




X−1
uλ1 − uλ2




 



X1

+ 1
2 uλ2



 




X1
uλ1 − uλ2




 



X−1

+ 1
2 uλ2



 




X−1
uλ1 − uλ2




 



X1

+ 1
2 dλ1



 




X2
dλ1 − dλ2




 



X0

+ 1
2 dλ1



 




X0
dλ1 − dλ2




 



X2

+ 1
2 dλ2



 




X2
dλ1 − dλ2




 



X0

+ 1
2 dλ2



 




X0
dλ1 − dλ2




 



X2

+ 1
2 uλ1



 




X1
dλ1 − dλ2




 



X0

+ 1
2 uλ1



 




X−1
dλ1 − dλ2




 



X2

+ 1
2 dλ2



 




X2
uλ1 − uλ2




 



X−1

+ 1
2 dλ2



 




X0
uλ1 − uλ2




 



X1
,

ð55Þ

which together with (50) yields
ðd/dtÞðkuλ1 − uλ2kX−1 + kdλ1 − dλ2kX0Þ + ðμ − ku0kX−1 −

kd0kX0Þkuλ1 − uλ2kX1 + ðν − ku0kX−1 − kd0kX0Þkdλ1 − dλ2k
X2 ≤ 1/2ðkuλ1kX1 + kuλ2kX1 + kdλ2kX2Þkuλ1 − uλ2kX−1 + 1/2
ðkdλ1kX2 + kdλ2kX2 + kuλ1kX1Þkdλ1 − dλ2kX0 :(23)

Thus, we obtain

uλ1 − uλ2



 




X−1
+ dλ1 − dλ2



 




X0

≤ uλ10 − uλ10



 




X−1
+ dλ10 − dλ10



 




X0

� �
exp

· 2 u0k kX−1 + d0k kX0

min μ, νf g − u0k kX−1 − d0k kX0

� �
,

· μ − u0k kX−1 − d0k kX0
� �ð∞

0
uλ1 − uλ2




 



X1
dt

+ ν − u0k kX−1 − d0k kX0
� �ð∞

0
dλ1 − dλ2




 



X2
dt

≤ uλ10 − uλ10



 




X−1
+ dλ10 − dλ10



 




X0

� �
exp

· 2 u0k kX−1 + d0k kX0

min μ, νf g − u0k kX−1 − d0k kX0

� �
:

ð56Þ

Combining (54) with (56), we conclude that ðuλ, dλÞ is a
Cauchy sequence in L∞ðℝ+ ;X−1 ×X0Þ ∩ L1ðℝ+ ;X1 ×X2Þ
and the convergence in (51) is a strong one. In fact, (56) also
yields the uniqueness of solutions in the space L∞ðℝ+ ;
X−1 ×X0Þ ∩ L1ðℝ+ ;X1 ×X2Þ under the assumption (1.1).

Step 4. Time continuity
To get the further time regularity of uðt, xÞ and dðt, xÞ,

we come back to the Equation (39). We claim that ð∂tuλ,
∂td

λÞ are uniformly bounded in L1ðℝ+ ;X−1 ×X0Þ. In fact,
form

∂tcuλ + d∇Πλ − μdΔuλ = − d∇· uλ ⊗ uλ
� �

−
d

∇· ∇dλ ⊙ ∇dλ
� �

,

∂t
cdλ − νdΔdλ = −

d
uλ · ∇dλ

� �
,

ξ · cuλ = 0,

8>>>>>><>>>>>>:
ð57Þ

we have

ð∞
0

∂tu
λ




 



X−1

dt ≤ μ
ð∞
0

Δuλ



 




X−1
dt +

ð∞
0

∇Πλ



 




X−1
dt

+
ð∞
0

∇· uλ ⊗ uλ
� �


 




X−1
dt +

ð∞
0

∇· ∇dλ ⊙ ∇dλ
� �


 




X−1
dt

≤ C
ð∞
0

uλ



 




X1
dt +

ð∞
0

uλ ⊗ uλ



 




X0
dt +

ð∞
0

∇dλ ⊙ ∇dλ



 




X0
dt


 �
≤ C

ð∞
0

uλ



 




X1
dt + sup

t
uλ




 



X−1

ð∞
0

uλ



 




X1
dt + sup

t
dλ




 



X0

ð∞
0



· dλ



 




X2
dt
�
,

ð58Þ

and

ð∞
0

∂td
λ




 



X0
dt ≤ ν

ð∞
0

dλ



 




X2
dt +

ð∞
0

uλ · ∇dλ



 




X0
dt

≤ C
ð∞
0

dλ



 




X2
dt + sup

t
uλ




 



X−1

ð∞
0

dλ



 




X2
dt



+ sup

t
dλ




 



X0

ð∞
0

uλ



 




X1
dt
�
,

ð59Þ

which implies that

∂tu
λ, ∂tdλ

� �
∈ L1 ℝ+ ;X−1 ×X0� �

: ð60Þ

(60) allows us to improve (52) and to finally conclude

u, dð Þ ∈ C ℝ+ ;X−1 ×X0� �
∩ L1 ℝ+ ;X1 ×X2� �

, 
∂tu, ∂tdð Þ ∈ L1 ℝ+ ;X−1 ×X0� �

:
ð61Þ
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4. The Proof of Theorem 2

In this section, we show the proof of Theorem 2. Here, we
only show the global uniform estimates for ðu, dÞ in E, where
the norm of E is defined by

u, dð Þk kE = uk kE1 + dk kE2
ð62Þ

with

uk kE1 = uk k~L∞ X−1ð Þ + μ uk k~L1 X1ð Þ,
dk kE2 = dk k~L∞ X0ð Þ + ν dk k~L1 X2ð Þ:

ð63Þ

According to ku0k + kd0k ≤ η, for some sufficiently small
η, there exists a positive constant M which will be chosen
later such that

u, dk kE ≤Mη: ð64Þ

Employing Lemmas 8-10 and the boundness of the Fou-
rier multiplier ℙ, we conclude that

uk k~L∞ X−1ð Þ + μ uk k~L1 X1ð Þ
≤ C u0k kX−1 + ℙ∇· u ⊗ u+∇d ⊙ ∇dð Þk k~L1 X−1ð Þ

� �
≤ C u0k kX−1 + u ⊗ u+∇d ⊙ ∇dk k~L1 X0ð Þ

� �
≤ C u0k kX−1 + uk k~L∞ X−1ð Þ uk k~L1 X1ð Þ + ∇dk k~L∞ X−1ð Þ ∇dk k~L1 X1ð Þ

� �
≤ C u0k kX−1 + uk k~L∞ X−1ð Þ uk k~L1 X1ð Þ + dk k~L∞ X0ð Þ dk k~L1 X2ð Þ

� �
≤ C η +M2η2

� �
,

ð65Þ

dk k~L∞ X0ð Þ + ν dk k~L1 X2ð Þ
≤ C d0k kX0 + u · ∇dk k~L1 X0ð Þ + ∇dj j2d

 



~L
1
X0ð Þ


 �
≤ C d0k kX0 + uk k~L∞ X−1ð Þ ∇dk k~L1 X1ð Þ + uk k~L1 X1ð Þ ∇dk k~L∞ X−1ð Þ

�
+ dk k~L∞ X0ð Þ ∇dj j2

 



~L
1
X0ð Þ

�
≤ C d0k kX0 + uk k~L∞ X−1ð Þ dk k~L1 X2ð Þ + uk k~L1 X1ð Þ dk k~L∞ X0ð Þ

�
+ dk k~L∞ X0ð Þ ∇dk k~L∞ X−1ð Þ ∇dk k~L1 X1ð Þ

�
≤ C d0k kX0 + uk k~L∞ X−1ð Þ dk k~L1 X2ð Þ + uk k~L1 X1ð Þ dk k~L∞ X0ð Þ

�
+ dk k~L∞ X0ð Þ dk k~L∞ X0ð Þ dk k~L1 X2ð Þ

�
≤ C η +M2η2 +M3η3

� �
:

ð66Þ
Combining (65) with (66), we deduce that

u, dk kE ≤ C η +M2η2 +M3η3
� �

: ð67Þ

Taking M = 4C and then choosing η small enough
such that

M2η ≤
1
2 , M3η2 ≤

1
2 , ð68Þ

then we infer that

u, dk kE ≤
1
2Mη, ð69Þ

which implies that ðu, dÞ ∈ ð~L∞ðX−1Þ × ~L
∞ðX0ÞÞ ∩ ð~L1ðX1Þ

× ~L
1ðX2ÞÞ.
At last, we consider the following iteration scheme:

u k+1ð Þ t, xð Þ = u 1ð Þ −
ðt
0
e−μΔ t−sð Þℙ u kð Þ · ∇u kð Þ+∇ · ∇d kð Þe∇d kð Þ

� �� �
ds,

d k+1ð Þ t, xð Þ = d 1ð Þ −
ðt
0
e−νΔ t−sð Þ u kð Þ · ∇d kð Þ − ∇d kð Þ

��� ���2d kð Þ

 �

ds,

u 1ð Þ = e−μΔtu0,
d 1ð Þ = e−νΔtd0:

ð70Þ

Based on (64), we can also get the global uniform esti-
mates for ðuðkÞ, dðkÞÞ in E. Due to the similarity to the Steps
3–4, here, we omit the remaining part of the proof.

5. The Proof of Theorem 3

In this section, we show the proof of Theorem 3. Here, we
only present a priori estimate (8) and skip the iteration step.
Introducing the following function spaces

E≝ ~L
∞

e
ffiffi
t

p
ΛX−1

� �
× ~L

∞
e

ffiffi
t

p
ΛX0

� �� �
∩ ~L

1
e

ffiffi
t

p
ΛX1

� �
× ~L

1
e

ffiffi
t

p
ΛX2

� �� �
:

ð71Þ

The norm of E is defined by

u, dk kE = uk kE1
+ dk kE2, ð72Þ

with

uk kE1
= uk k~L∞ e

ffi
t

p
ΛX−1ð Þ + μ uk k~L1 e

ffi
t

p
ΛX1ð Þ,

dk kE2
= dk k~L∞ e

ffi
t

p
ΛX0ð Þ + ν dk k~L1 e

ffi
t

p
ΛX2ð Þ:

ð73Þ

Due to the small initial conditions ku0k + kd0k ≤ η, there
exists a positive constant M which will be chosen later such
that

u, dk kE ≤Mη: ð74Þ

Taking the same procedures (65)-(66), and then employ-
ing Lemmas 9-11 and the boundness of the Fourier multi-
plier ℙ, we have
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u, dk kE ≤
1
2Mη: ð75Þ

Data Availability

No data were used to support this study.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

This research was supported by the National Natural Science
Foundation of China (11501332, 11771043, and 51976112)
and the Natural Science Foundation of Shandong Province
(ZR2021MA017 and ZR2015AL007).

References

[1] Q. Liu, “Gevrey analyticity of solutions to the 3D nematic liq-
uid crystal flows in critical Besov space,” Nonlinear Analysis:
Real World Applications, vol. 31, pp. 431–451, 2016.

[2] F. Xu, S. Hao, and J. Yuan, “Well-posedness for the density-
dependent incompressible flow of liquid crystals,” Mathemat-
ical Methods in the Applied Sciences, vol. 38, no. 13, pp. 2680–
2702, 2015.

[3] F. Xu, X. Zhang, Y. Wu, and L. Liu, “Global existence and the
optimal decay rates for the three dimensional compressible
nematic liquid crystal flow,” Acta Applicandae Mathematicae,
vol. 150, no. 1, pp. 67–80, 2017.

[4] J. L. Ericksen, “Hydrostatic theory of liquid crystals,” Archive
for Rational Mechanics and Analysis, vol. 9, no. 1, pp. 371–
378, 1962.

[5] F. M. Leslie, “Some constitutive equations for liquid crystals,”
Archive for Rational Mechanics and Analysis, vol. 28, no. 4,
pp. 265–283, 1968.

[6] P. G. Gennes, The Physics of Liquid Crystals, Oxford university
press, Oxford, 1973.

[7] R. Hardt, D. Kinderlehrer, and F. Lin, “Existence and partial
regularity of static liquid crystal configurations,” Communica-
tions in Mathematical Physics, vol. 105, no. 4, pp. 547–570,
1986.

[8] F. Lin, “Nonlinear theory of defects in nematic liquid crystals:
phase transition and flow phenomena,” Communications on
Pure and Applied Mathematics, vol. 42, no. 6, pp. 789–814,
1989.

[9] F. Lin and C. Liu, “Nonparabolic dissipative systems modeling
the flow of liquid crystals,” Communications on Pure and
Applied Mathematics, vol. 48, pp. 501–537, 1995.

[10] F. Lin and C. Liu, “Partial regularity of the dynamic system
modeling the flow of liquid crystals,” Discrete & Continuous
Dynamical Systems, vol. 2, no. 1, pp. 1–22, 1998.

[11] J. Leray, “Sur le mouvement d’un liquide visqueux emplissant
l’espace,” Acta Mathematica, vol. 63, pp. 193–248, 1934.

[12] E. Hopf, “Über die Anfangswertaufgabe f €u r die hydrodyna-
mischen Grundgleichungen,” Mathematische Nachrichten,
vol. 4, pp. 213–231, 1950.

[13] H. Fujita and T. Kato, “On the Navier-Stokes initial value
problem I,” Archive for Rational Mechanics and Analysis,
vol. 16, no. 4, pp. 269–315, 1964.

[14] T. Kato, “Strong Lp solutions of the Navier-Stokes equations in
ℝm, with applications to weak solutions,” Mathematische
Zeitschrift, vol. 187, pp. 471–480, 1984.

[15] M. Cannone, “A generalization of a theorem by Kato on
Navier-Stokes equations,” Revista Matemática Iberoameri-
cana, vol. 13, pp. 515–541, 1997.

[16] H. Koch and D. Tataru, “Well-posedness for the Navier-Stokes
equations,” Advances in Mathematics, vol. 157, no. 1, pp. 22–
35, 2001.

[17] Z. Lei and F. Lin, “Global mild solutions of Navier-Stokes
equations,” Communications on Pure and Applied Mathemat-
ics, vol. 64, no. 9, pp. 1297–1304, 2011.

[18] J. Benameur, “Long time decay to the Lei-Lin solution of 3D
Navier-Stokes equations,” Journal of Mathematical Analysis
and Applications, vol. 422, no. 1, pp. 424–434, 2015.

[19] H. Bae, “Existence and analyticity of Lei-Lin solution to the
Navier-Stokes equations,” Proceedings of the American Mathe-
matical Society, vol. 143, no. 7, pp. 2887–2892, 2015.

[20] X. Li and D. Wang, “Global strong solution to the three-
dimensional density-dependent incompressible magnetohy-
drodynamic flows,” Journal of Differential Equations,
vol. 251, no. 6, pp. 1580–1615, 2011.

[21] J. Hineman and C. Wang, “Well-posedness of nematic liquid
crystal flow in L3ulocðℝ3Þ,” Archive for Rational Mechanics
and Analysis, vol. 210, pp. 177–218, 2013.

[22] C. Wang, “Well-posedness for the heat flow of harmonic maps
and the liquid crystal flow with rough initial data,” Archive for
Rational Mechanics and Analysis, vol. 200, no. 1, pp. 1–19,
2011.

[23] W. Tan and Z. Yin, Global Solution to Liquid Crystal Flows in
Three Dimensions, 2011, http://arxiv.org/abs/1104.3301v2.

[24] P. G. de Gennes and J. Prost, The Physics of Liquid Crystals,
Oxford University Press, New York, 1993.

[25] X. Hu and D.Wang, “Global solution to the three-dimensional
incompressible flow of liquid crystals,” Communications in
Mathematical Physics, vol. 296, no. 3, pp. 861–880, 2010.

[26] F. Lin, “Mathematics theory of liquid crystals,” in Applied
Mathematics at the Turn of the Century, Lecture Notes of the
1993 Summer School, Universidat Complutense de Madrid,
Madrid, 1995.

[27] S. Wang, Y. Ren, and F. Xu, “Analyticity of mild solution for
the 3D incompressible magneto-hydrodynamics equations in
critical spaces,” Acta Mathematica Sinica, vol. 34, no. 11,
pp. 1731–1741, 2018.

[28] F. Lin, J. Lin, and C.Wang, “Liquid crystal flows in two dimen-
sions,” Archive for Rational Mechanics and Analysis, vol. 197,
no. 1, pp. 297–336, 2010.

[29] M. Hong, “Global existence of solutions of the simplified
Ericksen-Leslie system in dimension two,” Calculus of Varia-
tions and Partial Differential Equations, vol. 40, no. 1-2,
pp. 15–36, 2011.

[30] T. Huang and C. Wang, “Blow up criterion for nematic liquid
crystal flows,” Communications in Partial Differential Equa-
tions, vol. 37, no. 5, pp. 875–884, 2012.

9Advances in Mathematical Physics

http://arxiv.org/abs/1104.3301v2

	Global Well-Posedness and Analyticity for the Three-Dimensional Incompressible Nematic Liquid Crystal Flows in Scaling Invariant Spaces
	1. Introduction and Main Results
	2. Preliminaries
	3. The Proof of Theorem 1
	4. The Proof of Theorem 2
	5. The Proof of Theorem 3
	Data Availability
	Conflicts of Interest
	Acknowledgments

