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With the progress of society and the rapid development of science and technology, daily data volume also shows an exponential
upward trend. From the research report of the Internet data center, we can see that the growth rate of data will change from the
original slow growth to a sharp rise within 10 years. This shows that the era of big data has arrived, and video data plays an
important role in it. Video comes from all aspects of life. As a typical unstructured data, video has the characteristics of large
memory, and with the leap of society, this characteristic is becoming increasingly obvious. Taking video data analysis as the
starting point, this paper proposes a long-term and short-term memory neural network integrating attention mechanism and
verifies it in the experimental data set. The experiment shows that this method has superior performance in model accuracy
and work efficiency. Therefore, the application of this method to the construction and application of video big data analysis
platform is an important step to promote the development of smart cities.

1. Introduction

In the field of urban public security, the development of cit-
ies is progressing day by day, and a large number of popula-
tion collectives appear, which puts forward higher
requirements for public security management level and
urban governance ability. However, in the traditional man-
agement system, although a large number of cameras and
other infrastructure are arranged in the urban area, due to
the limitation of technical level, the method of manual
real-time observation, playback, and viewing of video data
is generally adopted, which only effectively controls the
onsite situation in some key areas such as densely populated
areas, checkpoints, and urban trunk roads, and it is difficult
to find all public safety problems and emergencies at the first
time [1]. At the same time, in the video monitoring system,
the application of big data technology will replace manual
processing of huge data streams, screen out useless data,
extract high-value data for visual presentation, help man-
agers quickly find emergencies and security incidents, and
reserve sufficient time for subsequent work. During the

operation of video monitoring big data system, currently,
we are mainly faced with the problems of independent oper-
ation of monitoring systems at all levels, which form an
information island. A single video monitoring system is dif-
ficult to extract enough high-value information from limited
video data, and the powerful data processing and logical
computing capabilities of big data system have not been
brought into full play, resulting in performance redundancy
[2]. In view of this, video surveillance systems at all levels
and supporting databases need to be integrated. On the
one hand, a unified data processing platform is established.
Video monitoring systems at all levels submit tasks such as
data processing and operation analysis to the data process-
ing platform, as well as upload the captured image data to
the data platform. Personnel of all departments directly
access the data processing platform to view multidimen-
sional information such as people, places, and objects within
the scope of authority, so as to effectively meet the applica-
tion needs of video monitoring big data. For example, the
public security department inquires the image and video of
a specific time period in the data processing platform to find
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the details of the suspect’s facial feature information and
wearing feature information. The rail transit operation
department grasps the real-time road conditions by consult-
ing the image and video and data reports and checks
whether there are problems such as line congestion [3]. On
the other hand, considering that the data collected by the
video monitoring system is composed of multisource hetero-
geneous data, taking intelligent transportation and intelli-
gent behavior as examples, and collecting relational data
such as the number of violations and individual driving
age, as well as time series data such as individual geograph-
ical location; there are obvious differences in the characteris-
tics, distribution, and production of different types of data. If
a unified processing method is adopted, the processing
capacity of the video monitoring big data system will be
weakened and reduced the actual utilization of data [4].
Based on this kind of problem, it is necessary to classify
videos, which can be classified through AI+ video monitor-
ing technology.

Video analysis technology based on artificial intelligence
has been deeply integrated into various industry fields.
Video objects include people, vehicles, environment, and
objects; relevant management departments need to make
corresponding technology choices in combination with
industry characteristics and video characteristics, so as to
achieve efficient analysis and utilization of video. This
behavior plays an important role in urban public safety, net-
work security, emergency disposal, and other fields [5]. The
smart city analysis platform needs to include the storage,
analysis, classification, sharing, data mining, data early
warning, and other functions of video data. The system plat-
form needs to show the panorama of the city, reflect the key
characteristics of the city, and have the functions of emer-
gency early warning and intelligent scheduling [6]. On this
basis, this paper studies the LSTM video analysis model
based on the integrated attention mechanism, aiming to cre-
ate a video big data analysis platform for smart cities and
promote the construction of smart cities.

The innovation contribution of this research is to pro-
pose an LSTM neural network model combining attention
mechanism. This model inherits the advantages of recurrent
neural network and has good advantages in sequence task
processing. The LSTM model based on the fusion attention
mechanism is tested on the data set. The results show that
this method has obvious advantages in model accuracy and
work efficiency and has strong advantages in video feature
extraction and video classification. Therefore, applying this
method to intelligent city construction will greatly promote
the development of cities. Video big data technology focuses
on helping all kinds of customers to quickly find high-value
information from the increasingly massive unstructured
video data. Assist customers to improve the efficiency and
accuracy of their decisions.

2. The Related Works

The video monitoring equipment that can be seen every-
where in China is the basic hardware equipment of the video
big data analysis platform, but the monitoring equipment in

most parts of China has the functions of video acquisition,
storage and output, and cannot realize intelligent video anal-
ysis. At present, the function of monitoring system is too
single, and it can only support viewing, which requires man-
ual video classification, feature retrieval, and other tasks.
Video monitoring equipment and stored management
equipment lack intelligent video analysis function, or the
function is very single, and only supports event classification
and location classification; complex tasks such as finding
and searching video features need to be carried out manu-
ally, which not only consumes a lot of human and material
resources, but also easily leads to feature leakage; task com-
pletion is not up to standard. Therefore, there are great loop-
holes in video data mining. It is easy to waste data resources
[7]. The use of video resources in various places only stays
on tasks such as data collection, vehicle search, and person
tracking, which are mainly used in public security manage-
ment and personal security. At present, video analysis is still
in the stage of low technology analysis. Only simple intelli-
gent technology or no intelligent method is used for video
analysis and classification. Therefore, it is easy to find videos
that cannot be found or are too slow to find. It is also easy to
find videos with low reliability and too much workload in
the search process. More importantly, it is easy to ignore
the features we need to find in videos in this work. These
problems all point to the low-end of video analysis means
and low intelligence [8].

At this stage, in the smart city, the application of video
surveillance big data technology effectively solves the prob-
lem of low efficiency of data processing and can complete
the analysis and processing of huge data streams in a short
time. However, due to the complex environment, camera
resolution and other factors, some video images taken are
ambiguous, and it is difficult for the big data platform to
extract sufficient and real data information. As a result, data
processing results and decision-making suggestions to users
lack practical reference value. For example, in simple and
pure scenes, the big data platform can extract real feature
information and obtain accurate detection results. In scenes
with large traffic and a large number of facilities and obsta-
cles, the detection accuracy of the algorithm will be affected
by factors such as light and color, so it is difficult to obtain
accurate detection results, and it is impossible to correctly
distinguish the behavior of all people and effectively predict
potential problems [9]. To solve these problems, we should
start from the technical level and take three measures: image
enhancement, image restoration, and image super-
resolution reconstruction to provide high-quality, high-reso-
lution, and complete detailed video image data for the big
data platform. First of all, image enhancement is to use
new algorithms such as image defogging, image denoising,
and image dark detail enhancement to replace the original
image filtering algorithms, so as to improve the image qual-
ity and clarity. Secondly, image restoration relies on image
degradation knowledge to build a degradation model, and
uses Wiener filtering algorithm, wavelet algorithm, and
other methods to carry out inverse process processing in
the model, gradually restore the image, eliminate the image
blur caused by motion and other factors, and obtain a clear
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image. Finally, the technical principle of image super-
resolution reconstruction technology comes from the signal
processing method, using high-frequency components to
improve the resolution, and generating a large number of
restored images on the basis of low-resolution images, and
then screening [10].

There are extensive achievements in the analysis and
research of video big data. Mohammadi et al. proposed an
image analysis method based on Hadop method. In this
method, there is an HDFS module, which can ensure the
storage of images. In addition, he also used a distributed
framework for image analysis. This method has the advan-
tages of good analysis effect and fast speed, but it is not suit-
able for dynamic image data processing [11]. Some scholars
also studied the storage and search of massive data. Nelson
et al. developed a massive image retrieval system based on
Hadop technology. He also applied HDFS module for stor-
age, but he added Lucene module to the former to provide
retrieval [12]. At present, the mainstream technology of
video storage is to compress video frames and pictures,
and this technology is also relatively mature. Therefore,
the research focus of the above scholars is not on how
to compress video, but on how to quickly store and
retrieve video images. One solution is to clip the video
and store it in the HDFS module in a complete and
appropriate size. When video is needed, download it, and
use third-party technology for processing [13]. Another
method uses the segmentation attribute of HDFS to store
the video distributed, and then uses the decoding technol-
ogy of the module to decode the video, but the subsequent
operations need to be considered to splice the cut video
[14]. Hadop technology also has strong applications in
other video processing and analysis fields. There is still
no good way to solve the problem of obtaining the main
information of video, but this application is the most
needed function in the era of big data. Analyzing video
according to video content is an important progress in
the field of video analysis. This method can enable people
to quickly read a large amount of video data and obtain
useful information from it, but it still has the disadvan-
tages of insufficient applicability and low efficiency. On
the basis of previous studies, this paper proposes an LSTM
video big data analysis method based on attention fusion
mechanism. Experiments show that this method has good
adaptability in video feature extraction and video classifi-
cation tasks.

3. Video Big Data Processing Method Based on
the Fusion of LSTM and
Attention Mechanism

This paper investigates the recognition of video big data
analysis platform in promoting the construction of smart
city. The subjects of the survey are relevant participants in
the construction of smart city, relevant government depart-
ments of smart city, citizens, and university research institu-
tions. The questionnaire was distributed online, and the
results showed that only 2% of the people said they did not

agree. Most people believe that the construction of video
big data analysis platform can promote the construction of
smart cities. The results are shown in Figure 1.

Figure 2 shows the video big data analysis platform for
smart city development. This paper mainly studies how to
carry out tasks such as feature extraction and video classifi-
cation for video big data, and carry out preoperations such
as video information acquisition, storage, download, and
acquisition based on this goal Figure 2. At the same time,
it also solves the difficulties of improving video processing
efficiency and storage efficiency. In distributed storage tech-
nology, the most important algorithm is load balancing algo-
rithm. The principle of this method is actually a reasonable
allocation algorithm of computer resources. Its work is to
allocate resources between computer groups and internal
hardware of computers and finally maximize the utilization
of resources. The algorithm can ensure the reasonable allo-
cation of tasks, improve work efficiency, and balance the
load of each hardware of the computer, so as to protect
equipment resources. In the task of video classification, the
traditional time series model has some shortcomings, such
as low efficiency and poor accuracy. Therefore, on the basis
of video storage, this paper studies the time series video pre-
diction task and video classification task based on long-term
and short-term memory neural network (LSTM) and adds
the attention mechanism as the core algorithm in the smart
city data analysis platform. After experimental verification,
the algorithm shows high correctness and wide applicability.
Each time step of the test data set will be executed one at a
time. A model will be used to predict the time step, and then,
the actual expected value of the next month will be obtained
from the test set and provided to the model for the predic-
tion of the next time step. This simulates a real scenario in
which new data can be obtained every month and used for
the next prediction. This will be simulated by testing the
structure of the data set. All predictions on the test data set
will be collected and error scores calculated to summarize
the model’s skills for each prediction time step. The root
mean square error (RMSE) is used to punish the larger error,
and the score obtained is the same as the unit of the predic-
tion data.

The earliest sequence task is to process text, and video is
composed of frames. Therefore, the study of text processing
methods has a great inspiration for video frame sequence
processing. Language is not only a means to distinguish
between others and animals, but also an important way to
distinguish different ethnic groups. The first object used in
text processing is Latin language, which has a high degree
of independence and is easier to be encoded in matrix form.
The encoded text can be processed simply by calculating the
distance between different units. The research in this field
has a long history. Compared with text processing, speech
processing is more complex. Speech information not only
contains the text information we need, but also contains a
lot of noise information we do not need. Therefore, when
processing voice text, we must first carry out noise reduction
to filter out the impurities in the voice signal and then com-
pare the voice data before and after processing to ensure the
integrity of information features. In addition, the most
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important link in the process of speech information process-
ing is to distinguish language types, which is a priori condi-
tion to ensure the smooth progress of the follow-up work.
The core idea of speech data processing lies in logical judg-
ment. The correct logical connection is the key to speech
analysis. The core of video data processing is also logical
judgment. This paper uses the LSTM network model inte-
grating attention mechanism to classify video events, so as
to solve the practical problems encountered during the con-
struction and management of smart cities and promote the
healthy development of smart cities.

3.1. Basis of Recurrent Neural Network. The basic idea of
recurrent neural network (RNN) is to process the data
with logical relationship. Its structure has high repeatabil-
ity. Its processing object is to analyze the logical relation-
ship between adjacent units in the data. The weight of
this model has the advantages of popularity and collinear-
ity. RNN will have a multilayer network structure in the
sequence tasks at multiple time points. The number of
sequences is consistent with the number of layers of the
network structure, with a high degree of correspondence.
Its structure is shown in Figure 3. In Figure 3, the struc-
ture correspondence and sequence characteristics in RNN
are introduced in detail. S represents the hidden layer,
which has the function of data storage and memory; U
represents the weight to be added during the transmission
of input data to the hidden layer; O is the output value
but not the final output; V is the weight matrix through
which the data is transmitted from the hidden layer to
the output layer; L is the loss function of the model; and
Y is the final result of the model output [15]. Figure 3
shows the structure of the recurrent neural network.

By analyzing the above figure, the input at time t in the
expanded structure diagram can be expressed as xt , and
the hidden layer is st at this time. It can be seen from the fig-
ure that the data of the hidden layer should not only be com-
bined with the input at this time, but also consider the value
of the hidden layer at the previous time. The above structure
diagram clearly shows the forward propagation theory of
RNN, according to which tasks such as prediction at a cer-
tain time can be carried out.

y_t = σ otð Þ, ð1Þ

ot = g V ⋅ st + cð Þ, ð2Þ
st = f U ⋅ Xt +W ⋅ st−1 + bð Þ, ð3Þ

where σ and f in the above formula are activation functions.
The two common activation functions are sof t max activa-
tion function and tanh activation function, respectively. B
in the formula means the offset of the function, and y_t rep-
resents the final output of the model, that is, the predicted
value. In addition, the RNN model parameters are mainly
determined by back propagation. The gradient descent
method is used to iterate the model, and finally, the param-
eters with the highest accuracy and the best model perfor-
mance are calculated. The direction of gradient descent is
controlled by the loss function, and its formula is as follows:

L = 〠
T

t=1
Lt: ð4Þ

The determination of model performance is to deter-
mine the weight matrix of each stage in the model and other
parameters in the formula. The gradient calculation formula
is as follows:

∂L
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= 〠
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t=1
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⋅
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∂Lt
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⋅
∂ot
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y_t − yt

� �T
: ð6Þ

The determination of the above parameters basically
determines the network structure of RNN.

3.2. Basis of Long and Short-Term Memory. RNN network
model is mainly born to understand the task of time series
prediction, but this model has a well-known drawback.
When the network structure of the model gradually
increases, the gradient will disappear. The gradient vanish-
ing problem is mainly due to the high learning ability of
the hidden layer, which leads to excessive learning, resulting
in the smooth function curve, and finally leads to the failure
of the prediction and classification task. RNN model has
many variants. LSTM (long- and short-term memory) is
one of them. It can process the data of time series and effec-
tively avoid the problem of gradient disappearance. This
model mainly includes forgetting gate and input-output
gate. In RNN, the hidden layer is the main structure that
exists at any time. Its state depends on the input information
at that time and the hidden information at the previous time,
and the hidden information at this time affects the hidden
information at the next moment [16]. Compared with the
simple iterative problem of RNN, LSTM designs a more
complex structure called forgetting gate, so it can avoid the
gradient disappearance problem.

In Figure 4 above, the input at time t and the hidden
information at the previous time enter the activation

39%

33%

28%
26%

2%

Accepted
General
Slight
Rejected

Figure 1: People’s recognition of video big data analysis platform.
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function at the same time and then get the output for the
next step. This process is the work of the forgetting gate.
The meaning of the output value f t represents the probabil-
ity that the information at the previous time is deleted, and
its formula is as follows:

f t = σ Wf st−1 +Uf xt + bf
� �

: ð7Þ

Input the T , time information, and the last time hidden
state information into the tanh activation function, and
then, multiply its output with the t, time information, and

the last time hidden state information to obtain this part of
the output at

at = tanh Wast−1 +Uaxt + bað Þ: ð8Þ

Then, input the at and computed CT into the tanh acti-
vation function, and multiply it by the output to obtain the
hidden information at that time:

ot = tanh Wost−1 +Uoxt + boð Þ, ð9Þ
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Figure 2: Video big data analysis platform for smart city development.
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ht = ot ⊙ tanh ct: ð10Þ
The forward calculation formula of LSTM model can be

obtained by accumulating the above formulas:

y_t = σ Vht + cð Þ: ð11Þ

Compared with RNN, LSTM has the characteristics of
complex structure, but the structure is clear and easy to
understand, has strong adaptability, and can also solve the
problem of RNN gradient disappearance. The load balan-
cing algorithm introduced earlier in this paper also uses this
model, which predicts the load of nodes, so as to make
dynamic adjustment, form a closed-loop control system to
automatically allocate tasks, and improve the efficiency and
stability of tasks [17].

3.3. Attention Mechanism. In the actual monitoring system,
there are generally 20 cameras working in a cluster. The
frame rate is calculated according to 25 seconds per second,
and the resolution is calculated according to a single 2 mil-
lion. Based on this data, the monitoring system needs to pro-
cess such huge data per second, which is obviously a task
that a single device cannot complete. Similarly, the amount
of video and picture data stored in a day is also massive,
which is also a great test for the storage and analysis system.
Therefore, a distributed system is needed for data storage
and analysis. Based on the above distributed data storage
design, the video classification steps can realize multidirec-
tional parallel operation. On this basis, in order to improve
the accuracy of video classification, this paper integrates
attention mechanism on the basis of LSTM to improve the
accuracy of video classification. The introduction of atten-
tion mechanism can reduce the computational burden of
processing multidimensional data input, select the data with
a high degree of coincidence with the target information
through structured means for detailed processing, and only
pay attention to the part of the target concerned. This
method can enable the algorithm system to focus on pro-
cessing data objects that overlap with the target features
and can greatly improve work efficiency and task quality.

The attention mechanism is essentially an automatic
weighting scheme. In the traditional model, the decoder
can only obtain the fixed hidden vectors of a certain layer
of the encoder (generally using the last layer) as input each
time it predicts. From the perspective of weighting, it is actu-
ally a simple global average of the hidden vectors of all layers
of the encoder [18]. With the introduction of attention
mechanism, each time step model will be weighted sum all
the hidden vectors of the encoder according to the automat-
ically calculated weight probability and get a new context
vector. Because the weight of the hidden layer of each time
step is different, the input context received by each time step
decoder is no longer fixed. So that each time step decoder
can focus on processing the most relevant information in
the original module and the current output [19].

After the introduction of attention mechanism, the orig-
inal encoding and decoding work has become relatively
complex, in which the interval has also changed from a sin-

gle value to a group of vectors. The output of the encoder
also becomes a multidimensional vector, from which the
decoder obtains a vector with high reliability for calculation.
The calculation formula is as follows:

The weight ait of the attention mechanism is calculated
by the hidden unit of the encoder and decoder. Note that
the mechanism adopts a quantitative calculation of the
improvement effect. Let us first define that in the example
above, the query item is the hidden state of the decoder,
and the key item and the value item are both the hidden
state of the encoder. In the sense, note that the input of the
mechanism includes the query item and the key item and
value item corresponding to the query item, wherein the
value item is a group item that needs to be weighted average.
In the weighted average, the weight of the value item is used
to calculate the query item and the key item corresponding
to the value item.

ait =
exp score st , hið Þð Þ

∑n
j=1exp score st , hj

� �� � : ð12Þ

In the above formula, the expression of the fractional
function score is variable, and there are two common ones
below.

score addition st , hj
� �

= VT tanh Wa st ; hi½ �ð Þ, ð13Þ

score multiplication st , hið Þ = sTt Wahi: ð14Þ
Combined with the attention weight, the front and rear

semantic vector ct is calculated according to the front and
rear sequence vectors.

ct =〠ati ∗ hi: ð15Þ

The hidden value ht and semantic vector of the decoder
can get the final weight through tanh activation function.

at = f ct , htð Þ = tanh Wa ct ; ht½ �ð Þ: ð16Þ

Input the attention weight to the next unit through the
following formula.

yt = f ht , yt , ctð Þ, ð17Þ

where W and V mean the weight matrix, a represents the
attention weight value, f is the activation function, and ct
is the semantic vector. The essence of attention mechanism
is to add the target elements to the network, so that the
model will pay attention to the sequence related to the target
elements in the operation process, so as to control the
resource allocation and finally improve the work effi-
ciency [20].

It is difficult to distinguish the correlation between input
and target only relying on the encoding and decoding mod-
ule of LSTM. Therefore, this model introduces a temporal
attention mechanism between the encoder and decoder cor-
responding to each video feature, automatically learns the
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correlation between the decoder’s predicted output and the
encoder’s hidden vector, and is used to simulate the atten-
tion allocation of different video features.

4. Analysis of Simulation Results

The data processed by RNN series models are time series
data containing time information, so increasing the width
of the network has a better effect on improving the perfor-
mance of the network model. Considering that different data
have different characteristic dimensions, this paper uses
comparative experiments to illustrate the specific situation.
Both LSTM and Gru networks are variants of RNN, but
LSTM has one more gate unit than Gru, which can control
the direction of information flow, so it has structural and
functional advantages. At the same time, in order to verify

the difference in accuracy between the two variants of the
network, this paper sets up a comparative experiment: In
the experiment, each video is set to take 50 frames for calcu-
lation, and the time interval is automatically selected accord-
ing to the time length of the video. In this paper, the LSTM
and Gru networks in the cyclic neural network are com-
pared, and three experiments are carried out with different
structural parameters. The accuracy results are shown in
Figure 5.

As can be seen from Figures 5 and 6, LSTM and Gru net-
works have high similarity in model accuracy, but LSTM has
obvious advantages in structure and function. It can be seen
from the figure that the accuracy of the LSTM model still
needs to be improved. In order to improve the accuracy of
the model, this paper adds an attention mechanism. In order
to more objectively verify the performance of the LSTM
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network model after adding an attention mechanism, this
paper uses baum-1s and RML data sets to verify the perfor-
mance of the model.

In order to verify the effectiveness of the LSTM net-
work integrating attention mechanism in video feature
extraction, a comparative experiment is set up in this
paper. Figures 7 and 8 show the comparison between this
method and other methods. By analyzing the figure, the
LSTM model with attention mechanism in this paper
achieved an average accuracy of 60.72% and 75.44%,
respectively, in the comparative experiment. This paper
sets up four groups of comparative experiments. The first
group uses deep CNN (VNET) to extract video dynamic
features. The second group adopts CNN+LSTM method
to extract video dynamic features. The third group uses
3d-cnn to extract video features. The fourth group used
CT-VGG for dynamic video feature extraction. Through
the experimental data, we can see that the LSTM model
with attention mechanism has the highest accuracy, so it
shows that this model can effectively carry out the task
of video dynamic feature extraction.

In the process of determining the network model, the
performance accuracy of the model will change with the
length of the time step. It is verified by experiments that
there is a positive correlation between the increase of the
time step and the performance of the model. The application
of multiple time steps can improve the generalization ability
of the model, because in the operation of multiple time steps,
the model can automatically eliminate the influence of con-
tingency and maintain the reliable stability of the model. In
this paper, several groups of multitime step comparative
experiments are set up, and the false alarm rate is used as
the model evaluation parameter. The lower the false alarm
rate is, the more reliable the stability of the model is. The
results are shown in Figure 9. With the increase of time step,
the false alarm rate gradually decreases, and the LSTM
model integrating attention mechanism proposed in this
paper always has the lowest false alarm rate.

In order to verify the effect of the method proposed in
this paper from multiple dimensions, this paper also
makes a statistical comparison of the running time of the
model. The results show that the running time of the
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Figure 7: Comparison of recognition results of different network models applied to BAUM-1s dataset.
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LSTM model integrating attention mechanism proposed in
this paper is significantly lower than that of other models,
because the LSTM model starts from two ends, and the
computational efficiency is higher than that of other
models. Moreover, it can be seen from Figure 10 that with
the increase of time step, the time comparison between
several models becomes more obvious, and the gap also
gradually increases.

Through three groups of comparative experiments, this
paper studies the performance of the model from three
levels: model accuracy, false alarm rate, and running time.

Finally, it shows that the LSTM model with attention mech-
anism has strong performance and is suitable for video big
data analysis.

5. Summary and Outlook

In this paper, an LSTM neural network model combined
with attention mechanism is proposed. This model inherits
the advantages of recurrent neural network and has good
advantages in sequence task processing. At the same time,
the model can well solve the gradient disappearance problem
in the recurrent neural network. The LSTM model proposed
in this paper is tested on the data set. Compared with other
RNN variants, LSTM has a more flexible model structure.
Finally, the attention mechanism is integrated into the
LSTM network to form the core method of this paper. The
model with attention mechanism can carry out adaptive
attention classification according to different types of videos,
which greatly improves the efficiency of the model. The
results show that this method has obvious advantages in
model accuracy and work efficiency and has strong advan-
tages in video feature extraction and video classification.
Applying this method to the construction of intelligent city
will greatly promote the development of the city. However,
the study still has some limitations. Video analysis and fea-
ture extraction models have room for improvement in both
structure and performance and are difficult to meet the work
requirements in the big data environment. Therefore, fur-
ther analysis is needed in future research and development.

Data Availability

The data used to support the findings of this study are avail-
able from the corresponding author upon request.
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