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#### Abstract

In the present work, a new approximated method for solving the nonlinear Duffing-Van der Pol ( $\mathrm{D}-\mathrm{VdP}$ ) oscillator equation is suggested. The approximate solution of this equation is introduced with two separate techniques. First, we convert nonlinear D-VdP equation to a nonlinear Volterra integral equation of the second kind (VIESK) using integration, and then, we approximate it with the hybrid Legendre polynomials and block-pulse function (HLBPFs). The next technique is to convert this equation into a system of ordinary differential equation of the first order (SODE) and solve it according to the proposed approximate method. The main goal of the presented technique is to transform these problems into a nonlinear system of algebraic equations using the operational matrix obtained from the integration, which can be solved by a proper numerical method; thus, the solution procedures are either reduced or simplified accordingly. The benefit of the hybrid functions is that they can be adjusted for different values of $n$ and $m$, in addition to being capable of yield greater correct numerical answers than the piecewise constant orthogonal function, for the results of integral equations. Resolved governance equation using the Runge-Kutta fourth order algorithm with the stepping time 0.01 s via numerical solution. The approximate results obtained from the proposed method show that this method is effective. The evaluation has been proven that the proposed technique is in good agreement with the numerical results of other methods.


## 1. Introduction

The nonlinear differential equations become the most important topic in various scientific problems that arise in the field of engineering and physics that can be represented by nonlinear ordinary differential equation such as oscillator equations. Oscillators are found in most of the electronic systems, which provide an important limiting cycle of the mathematical model. For example, phenomena arise in all fields of the natural and engineering sciences [1,2] and in many physical problems [3, 4]. In recent studies, extensive studies have focused on the concept capable of damping harmful vibrations in environmental energy, which are generated or induced by mechanical machinery, vehicles, wind, and so on. These vibrations can be harvested and turned to useful electrical energy like [5-7]. Numerous studies have been dedicated to the exploitation of various vibratory
energy harvesting systems, for instance, He et al. [8] have shown vibration alleviation and energy harvesting in a dynamical system of a spring pendulum, Tien and Dsouza [9] investigated a theoretical model of a piecewise-linear nonlinear vibration harvester, Shorakaei et al. [10] studied the nonlinear vibration energy harvesting from a magneto-electro-elastic plate. Based on the aim of this article, we consider the mathematical of unforced $\mathrm{D}-\mathrm{VdP}$ oscillator equation as follows:

$$
\left\{\begin{array}{l}
y^{\prime \prime}-\alpha\left(1-y^{2}\right) y^{\prime}+y+\gamma y^{3}=0,  \tag{1}\\
y(0)=y_{0}, y^{\prime}(0)=\dot{y_{0}}
\end{array}\right.
$$

where dots denote time derivative; $\alpha$ and $\gamma$ are two positive coefficients. Usually, getting exact solutions by the analytical methods for these systems, even if the exact solutions exist,
seems to be difficult. Hence, it needs of numerical techniques for approximate solutions. Some of these numerical methods applied by various researchers include the following: Haar wavelet [11], Adomian decomposition method [12], successive linearisation method [13], iterative method [14], restarted Adomian decomposition method [15], variational iteration method [16], parameter expansion method [17], the chaotic motions [18], and block multistep method [19]. Numerical integration is a particularly effective and multipurpose technique in solving the solution to arbitrary nonlinear differential equations. We will solve Equation (1) in two ways using the HLBPF method. In the first way, we convert Equation (1) to a VIESK using integration and then approximate it with the proposed technique. In the next way, we transform Equation (1) into a SODE and then solve it with the proposed method. The main feature of this method is to convert this problem to a system of algebraic equations which, using the operational matrix obtained from the integration, simplifies complex calculations. When the integration operation is eliminated using the resulting operational matrix, there are several methods of approximation, such as the block-pulse function [20], modified block-pulse function [21], HLBPF method [22], Bernoulli polynomials [23], and many other methods. In this article, since the D-VdP equations do not have an exact solution, we first solved all the examples with the Runge-Kutta of the fourth order method (RK4), which uses 0.01 s time step, and consider the answers obtained from the RK4 as the exact solution, and then, we do a comparative study between methods such as Adomian's decomposition method (ADM), homotopy perturbation method (HPM) [24], and the presented method in this article. Now, we get the absolute error of method's ADM and HPM as well as the proposed technique with the RK4 method, which in some cases, these are more efficient than the presented method.

The present article is divided into the following sections: in Section 2, the D-VdP oscillator equation will be described. In Section 3, HLBPFs and operational matrix are reviewed. Our proposed method for solving D-VdP is studied in Section 4. In Section 5, the HPM is described for solving this equation. In Section 6, an error analysis for the suggested methods is presented. Then, Section 7 presents numerical results. Finally, conclusion is described in Section 8.

## 2. The Duffing-Van der Pol Oscillator Equation

In this section, we describe the $\mathrm{D}-\mathrm{VdP}$ oscillator equation. This equation is a self-maintained electrical circuit. Consider the general hybrid Rayleigh-Duffing-Van der Pol oscillator equation as follows [25].

$$
\begin{equation*}
y^{\prime \prime}+\left(a_{1} y^{\prime 2}+a_{2} y^{4}+a_{3} y^{2}+\lambda\right) y^{\prime}+a_{4} y+\gamma y^{3}=0 \tag{2}
\end{equation*}
$$

where $a_{1}, a_{2}, a_{3}, a_{4}, \lambda$, and $\gamma$ are constants. Equation (2) contains several well-known oscillator equations. For $a_{2}=a_{3}=$ $\gamma=0$, Equation (2) becomes the Rayleigh oscillator [26]. When $a_{2}=\gamma=0$, this equation reduces to the Rayleigh-Van der Pol oscillator, and when $a_{1}=a_{2}=0$, it transforms into


Figure 1: Damping mechanical oscillator.
the famous Duffing-Van der Pol oscillator equation. An interesting feature of the hybrid oscillator is that depending on the relation among the values, it assumes comparable behavior to the Van der Pol oscillator or Duffing oscillator. Suppose an oscillator of mass $m$ and stiffness coefficient $k$ is moving under the influence of damping force, and $b$ is the damping coefficient, which is usually considered a constant number, all of which are connected in series as indicated (Figure 1).

We consider the damping force on the oscillator as a function of the oscillator velocity. In this case, the equation of motion of the oscillator will be as follows:

$$
\begin{equation*}
m y^{\prime \prime}+b y^{\prime}+k y+k_{3} y^{3}=0 \tag{3}
\end{equation*}
$$

where $k$ is the linear stiffness term and $k_{3}$ is the nonlinear stiffness term. If we consider the damping coefficient as a function of the oscillator place as $b\left(1-y^{2}\right)$, in other words, as the oscillator moves, damping force on the oscillator changes, and then, the oscillator motion equation will be as follows:

$$
\begin{align*}
& m y^{\prime \prime}+b\left(1-y^{2}\right) y^{\prime}+k y+k_{3} y^{3}=0 \Longrightarrow y^{\prime \prime}+\frac{b}{m}\left(1-y^{2}\right) y^{\prime} \\
& \quad+\frac{k}{m} y+\frac{k_{3}}{m} y^{3}=0 \Longrightarrow y^{\prime \prime}+\frac{b}{m}\left(1-y^{2}\right) y^{\prime}+\omega_{0}^{2} y+\omega_{0}^{5} y^{3}=0 \tag{4}
\end{align*}
$$

where $\omega_{0}^{2}=k / m$ and $\omega_{0}^{5}=k_{3} / m$. By substituting $\tau=\omega_{0} t$, we can get that

$$
\begin{align*}
& \frac{d}{d t}=\frac{d}{d \tau} \cdot \frac{d \tau}{d t}=\omega_{0} \frac{d}{d \tau},  \tag{5}\\
& \frac{d^{2}}{d t^{2}}=\omega_{0}^{2} \frac{d^{2}}{d \tau^{2}} .
\end{align*}
$$

Now, we will substitute by using the move equation:

$$
\begin{align*}
\omega_{0}^{2} \frac{d^{2} y}{d \tau^{2}} & +\frac{b}{m}\left(1-y^{2}\right) \omega_{0} \frac{d y}{d \tau}+\omega_{0}^{2} y+\omega_{0}^{5} y^{3}=0  \tag{6}\\
& =\frac{b}{m \omega_{0}}\left(1-y^{2}\right) \frac{d y}{d \tau}+y+\omega_{0}^{3} y^{3}=0
\end{align*}
$$

Therefore, we get to a $\mathrm{D}-\mathrm{VdP}$ oscillator equation

$$
\begin{equation*}
y^{\prime \prime}+\alpha\left(1-y^{2}\right) y^{\prime}+y+\gamma y^{3}=0 \tag{7}
\end{equation*}
$$

where $\alpha=b / m \omega_{0}$ and $\gamma=\omega_{0}^{3}$.

## 3. Some Properties of Hybrid Functions

In this section, some properties of hybrid functions are recalled.
3.1. Hybrid Legendre Polynomials and Block-Pulse Function. Hybrid functions, $b_{i j}(t), i=1, \cdots, n$ and $j=0, \cdots, m-1$, possess three arguments; $i$ and $j$ denote the order of BPFs and Legendre polynomials, respectively, and $t$ is cited to the normalized time that is defined on $\left[0, T_{f}\right)$ as [27].

$$
b_{i j}(t)= \begin{cases}P_{j}\left(\frac{2 n}{T_{f}} t-2 i+1\right), & t \in\left[\frac{i-1}{n} T_{f}, \frac{i}{n} T_{f}\right),  \tag{8}\\ 0, & \text { o.w. }\end{cases}
$$

where $P_{j}(t)$ denotes the Legendre polynomials of order $j$ that is satisfied in the following relation:

$$
\left\{\begin{array}{l}
P_{0}(t)=1  \tag{9}\\
P_{1}(t)=t \\
P_{j+1}(t)=\frac{2 j+1}{j+1} t P_{j}(t)-\frac{j}{j+1} P_{j-1}(t), \quad j=1,2,3, \cdots
\end{array}\right.
$$

And on the interval $[0,1)$, a set of BPFs $b_{i}(t), i=1, \cdots n$ is given as the following [20].

$$
b_{i}(t)= \begin{cases}1, & t \in\left[\frac{i-1}{n}, \frac{i}{n}\right) .  \tag{10}\\ 0, & \text { o.w. }\end{cases}
$$

The BPFs on $[0,1)$ interval are disjoint; that is, for $i$, $j=1, \cdots, n$, we have $b_{i}(t) b_{j}(t)=\delta_{i j} b_{i}(t)$. Furthermore, one of the properties of these functions on interval $[0,1)$ is orthogonality. The set of hybrid functions $b_{i j}(t)$ is taken as a complete orthogonal system in $L^{2}[0,1)$, since $b_{i j}(t)$ are a combination of BPFs and Legendre polynomials; each of them is orthogonal and complete.
3.2. Approximating a Function. The expansion of function $f$, that is square integrable over the interval $[0,1)$, can be given as the following [28]:

$$
\begin{equation*}
f(t) \simeq \sum_{i=1}^{n} \sum_{j=0}^{m-1} c_{i j} b_{i j}(t)=C^{T} B(t) \tag{11}
\end{equation*}
$$

where

$$
\begin{equation*}
C=\left[c_{10}, \cdots, c_{1(m-1)}, c_{20}, \cdots, c_{2(m-1)}, \cdots, c_{n 0}, \cdots, c_{n(m-1)}\right]^{T}, \tag{12}
\end{equation*}
$$

$$
\begin{equation*}
B(t)=\left[B_{1}^{T}(t), B_{2}^{T}(t), \cdots, B_{n}^{T}(t)\right]^{T} \tag{13}
\end{equation*}
$$

where

$$
\begin{equation*}
B_{i}(t)=\left[b_{i 0}(t), b_{i 1}(t), \cdots, b_{i(m-1)}(t)\right]^{T}, i=1, \cdots, n \tag{14}
\end{equation*}
$$

In Equation (11), the hybrid coefficients are given by $c_{i j}=<f(t), b_{i j}(t)>/<b_{i j}(t), b_{i j}(t)>, i=1, \cdots, n, j=0, \cdots, m$ -1 , and $\langle.,$.$\rangle denotes an inner product. In addition, the$ function $k(s, t) \in L^{2}([0,1) \times[0,1))$ can be approximated as

$$
\begin{equation*}
k(s, t)=B^{T}(s) K B(t) \tag{15}
\end{equation*}
$$

where $K=\left(k_{i j}\right)$ is an $m n \times m n$ matrix
$k_{i j}=\frac{\left\langle B_{i}(s),\left\langle k(s, t), B_{j}(t) \gg\right.\right.}{\left\langle B_{i}(s), B_{i}(s)\right\rangle\left\langle B_{j}(t), B_{j}(t)\right\rangle}, \quad i=1, \cdots, n, j=0, \cdots, m-1$.
3.3. The Operational Matrix of Integration. The integration of the vector $B(t)$ given by Equation (13) can be approximated using the following equation:

$$
\begin{equation*}
\int_{0}^{t} B(\tau) d \tau \simeq P B(t) \tag{17}
\end{equation*}
$$

where $P$ is the $m n \times m n$ operational matrix used for integration, which is shown as follows [28].

$$
P=\left[\begin{array}{cccccc}
S & E & E & E & \cdots & E  \tag{18}\\
0 & S & E & E & \cdots & E \\
0 & 0 & S & E & \cdots & E \\
0 & 0 & 0 & S & \cdots & E \\
\vdots & \vdots & \vdots & \ddots & \vdots & \\
0 & 0 & 0 & 0 & \cdots & S
\end{array}\right],
$$

where $E$ and $S$ are $m \times m$ matrices as the following:

$$
\begin{align*}
& E=\frac{T_{f}}{n}\left[\begin{array}{cccccc}
1 & 0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \\
0 & 0 & 0 & 0 & \cdots & 0
\end{array}\right], \\
& S=\frac{T_{f}}{2 n}\left[\begin{array}{cccccccccc}
1 & 1 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & 0 \\
\frac{-1}{3} & 0 & \frac{1}{3} & 0 & 0 & \cdots & 0 & 0 & 0 & 0 \\
0 & \frac{-1}{5} & 0 & \frac{1}{5} & 0 & \cdots & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{-1}{7} & 0 & \frac{1}{7} & \cdots & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & 0 & \cdots & \frac{-1}{2 m-7} & 0 & \frac{1}{2 m-7} & 0 \\
0 & 0 & 0 & 0 & 0 & \cdots & 0 & \frac{-1}{2 m-5} & 0 & \frac{1}{2 m-5} \\
0 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & \frac{-1}{2 m-3} & 0 \\
0 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & \frac{-1}{2 m-1}
\end{array}\right] . \tag{19}
\end{align*}
$$

3.4. The Product Operational Matrix of the HLBPFs. Additionally, the property of a couple of hybrid function vectors will be used, which is presented as the following [29]. Let us consider

$$
\begin{equation*}
B(t) B^{T}(t) C=\tilde{C} B(t) \tag{20}
\end{equation*}
$$

where $C$ and $B(t)$ are given in Equations (12) and (13), respectively. Also, $\tilde{C}$ is a $m \times m$ product operational matrix as

$$
\tilde{C}=\left[\begin{array}{cccc}
\tilde{C}_{1} & 0 & \cdots & 0  \tag{21}\\
0 & \tilde{C}_{2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \tilde{C}_{n}
\end{array}\right]
$$

In Equation (21), 0 denotes a $m \times m$-dimensional zero matrix, and $\tilde{C}_{i}, i=1,2, \cdots, n$ are $m \times m$ matrices that are influenced by $m$. We consider that $n=2$ and $m=8$, and then, $\tilde{C}$ in Equation (20) can be determined by

$$
\tilde{C}=\left[\begin{array}{cc}
\tilde{C}_{1} & 0  \tag{22}\\
0 & \tilde{C}_{2}
\end{array}\right]
$$

where $\tilde{C}_{i}, i=1,2$ are an array of $8 \times 8$ matrices as the following

$$
\tilde{C}_{i}=\left[\begin{array}{cccc}
c_{i 0} & c_{i 1} & \cdots & c_{i 7}  \tag{23}\\
\frac{1}{3} c_{i 1} & c_{i 0}+\frac{2}{5} c_{i 2} & \cdots & \frac{7}{13} c_{i 6} \\
\frac{1}{5} c_{i 2} & \frac{2}{5} c_{i 1}+\frac{9}{35} c_{i 3} & \cdots & \frac{63}{143} c_{i 5}+\frac{56}{221} c_{i 7} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{1}{15} c_{i 7} & \frac{7}{6} c_{i 6} & \cdots & c_{i 0}+\frac{56}{221} c_{i 2}+\frac{6804}{46189} c_{i 4}+\frac{5000}{46189} c_{i 6}
\end{array}\right] .
$$

## 4. The HLBPFs for Solving Duffing-Van der Pol

4.1. Converting Duffing-Van der Pol Equation to a Volterra Integral Equation of the Second Kind. of second order

$$
\left\{\begin{array}{l}
y^{\prime \prime}(t)-\alpha\left(1-y^{2}(t)\right) y^{\prime}(t)+y(t)+\gamma y^{3}(t)=0, \quad t \varepsilon I=[0,1]  \tag{24}\\
y\left(t_{0}\right)=\beta_{0}, \quad y^{\prime}\left(t_{0}\right)=\beta_{1}
\end{array}\right.
$$

where $y\left(t_{0}\right)$ and $y^{\prime}\left(t_{0}\right)$ are known. For this present, we converted Equation (24) into nonlinear VIESK, and now that Equation (24) based on $t$ from $t_{0}$ to $t$ is integrated, we have

$$
\begin{align*}
& \int_{t_{0}}^{t} y^{\prime \prime}(s) d s-\int_{t_{0}}^{t} \alpha\left(1-y^{2}(s)\right) y^{\prime}(s) d s+\int_{t_{0}}^{t} y(s) d s+\int_{t_{0}}^{t} \gamma y^{3}(s) d s=0 \\
& \quad \Longrightarrow y^{\prime}(t)-\beta_{1}-\alpha\left(1-y^{2}(t)\right)\left(y(t)-\beta_{0}\right)+\int_{t_{0}}^{t} y(s) d s \\
& \quad+\int_{t_{0}}^{t} \gamma y^{3}(s) d s=0 \tag{25}
\end{align*}
$$

Again, Equation (25) would be integrated based on $t$ from $t_{0}$ to $t$ so that

$$
\begin{align*}
\int_{t_{0}}^{t} y^{\prime}(s) d s & -\int_{t_{0}}^{t} \beta_{1} d t-\int_{t_{0}}^{t} \alpha\left(1-y^{2}(s)\right)\left(y(s)-\beta_{0}\right) \\
& +\int_{t_{0}}^{t} \int_{t_{0}}^{t_{1}} y(s) d s d t_{1}+\int_{t_{0}}^{t} \int_{t_{0}}^{t_{1}} \gamma y^{3}(s) d s d t_{1}=0 \tag{26}
\end{align*}
$$

and then, we have

$$
\begin{align*}
y(t)= & \beta_{0}+\beta_{1}\left(t-t_{0}\right)-\alpha \beta_{0}\left(t-t_{0}\right) \\
& +\int_{t_{0}}^{t}\left((\alpha-(t-s)) y(s)+\left(\alpha \beta_{0}\right) y^{2}(s)-(\alpha+\gamma(t-s)) y^{3}(s)\right) d s . \tag{27}
\end{align*}
$$

Finally, we obtain the VIE2 as follows:

$$
\begin{equation*}
y(t)=q(t)+\int_{0}^{t} g_{\gamma}(s, t)(y(s))^{\gamma} d s, \quad 0 \leq t<1, \gamma=1,2,3, \tag{28}
\end{equation*}
$$

so that

$$
\begin{align*}
q(t) & =\beta_{0}+\beta_{1}\left(t-t_{0}\right)-\alpha \beta_{0}\left(t-t_{0}\right), g_{1}(s, t) \\
& =(\alpha-(t-s)), g_{2}(s, t)=\left(\alpha \beta_{0}\right),  \tag{29}\\
g_{3}(s, t) & =-(\alpha+\gamma(t-s)) .
\end{align*}
$$

where $g_{\gamma}(s, t) \in L^{2}([0,1) \times[0,1))$ and $q, y \in L^{2}([0,1)) . y(t)$ is an unknown function, and $q(t), g_{\gamma}(s, t)$ are known functions that can be expanded into hybrid functions as follows [30].

$$
\left\{\begin{array}{l}
y(t) \cong Y^{T} B(t)  \tag{30}\\
q(t) \cong Q^{T} B(t) \\
g_{\gamma}(s, t) \cong B^{T}(s) G_{\gamma} B(t) \\
(y(s))^{\gamma} \cong Y_{\gamma}^{T} B(s)
\end{array}\right.
$$

where $Y$ is an unknown $n m$-vector, $Q$ is a known $n m$-vector, and $G_{\gamma}$ is a known $n m \times n m$-dimensional matrix. We consider computing $Y_{\gamma}$ in terms of $Y$, which is $Y_{\gamma}$ is the $n m$ -vectors whose elements are nonlinear combination of the elements of the vector $Y$. Now, substituting Equation (30) into Equation (27), we have

$$
\begin{equation*}
Y^{T} B(t) \cong Q^{T} B(t)+B^{T}(t) G_{\gamma} \int_{0}^{t} B(s) \mathrm{B}^{T}(s) Y_{\gamma} d s \tag{31}
\end{equation*}
$$

By using Equations (17) and (20), we get

$$
\begin{equation*}
Y^{T} B(t) \cong Q^{T} B(t)+B^{T}(t) G_{\gamma} \tilde{Y}_{\gamma} P B(t) \tag{32}
\end{equation*}
$$

For making approximations for $y(t)$, by collocating the system of Equation (32) at the point $t_{i}=(2 i-1) / 2 n m, i=1$, $2, \cdots, n m$ and using Equation (14), we obtain

$$
\begin{equation*}
Y^{T} B\left(t_{i}\right) \cong Q^{T} B\left(t_{i}\right)+B^{T}\left(t_{i}\right) G_{\gamma} \tilde{Y}_{\gamma} P B\left(t_{i}\right) \tag{33}
\end{equation*}
$$

and by solving the obtained nonlinear system of algebraic equations by numerical method for example Newton's method, obviously, the unknown vector $Y$ can be obtained by solving Equation (33).
4.1.1. Evaluating $Y_{\gamma}$. We need to evaluate $Y_{\gamma}$ so that each element is a nonlinear combination of the components of vector $Y$. From Equation (20) and $y(t) \cong Y^{T} B(t)$, we have [31]

$$
\begin{equation*}
(y(t))^{2} \cong\left(Y^{T} B(t)\right)\left(Y^{T} B(t)\right)=Y^{T} B(t) B^{T}(t) Y=Y^{T} \tilde{Y} B(t)=Y_{2} B(t), \tag{34}
\end{equation*}
$$

where $Y_{2}=Y^{T} \tilde{Y}$ is a $n m$-row vector. Then, for $(y(s))^{3}$, we get

$$
\begin{align*}
(y(t))^{3} & \cong\left(Y^{T} B(t)\right)\left(Y_{2} B(t)\right)=Y^{T} B(t) B^{T}(t) Y_{2}^{T}  \tag{35}\\
& =Y^{T} \tilde{Y}_{2}^{T} B(t)=Y_{3} B(t) .
\end{align*}
$$

As a result, through this approach, we can approximate $(y(s))^{\gamma}$ for arbitrary $\gamma$. Suppose that this technique holds for $\gamma-1$ where $(y(t))^{\gamma-1}=Y_{\gamma-1} B(t)$, we can get it for $\gamma$ as shown in the following:

$$
\begin{align*}
(y(t))^{\gamma} & =y(t)(y(t))^{\gamma-1} \cong\left(Y^{T} B(t)\right)\left(Y_{\gamma-1} B(t)\right) \\
& =Y^{T} B(t) B^{T}(t) Y_{\gamma-1}^{T}=Y^{T} \tilde{Y}_{\gamma-1}^{T} B(t)=Y_{\gamma} B(t) . \tag{36}
\end{align*}
$$

So, the component of $Y_{\gamma}$ can be calculated in terms of the component of the unknown vector $Y$.
4.2. Converting Duffing-Van der Pol Equation to a System of Ordinary Differential Equation of the First Order. In this section, considering Equation (24), we convert this equation into a SODE, and we put $w_{1}=y(t), w_{2}=y^{\prime}(t)$, and $w_{2}^{\prime}=y^{\prime \prime}(t)$. Substituting $w_{1}, w_{2}$, and $w_{2}^{\prime}$ into Equation (23), this leads

$$
\left\{\begin{array}{l}
w_{1}^{\prime}=w_{2}  \tag{37}\\
w_{2}^{\prime}=\alpha\left(1-w_{1}^{2}\right) w_{2}-w_{1}-\gamma w_{1}^{3}
\end{array}\right.
$$

with the initial conditions

$$
\begin{equation*}
w_{1}(0)=\beta_{0}, \quad w_{2}(0)=\beta_{1} . \tag{38}
\end{equation*}
$$

In order to solve Equation (37) with HLBPFs, by expanding $w_{2}(0)$, in terms of hybrid functions, it gives

$$
\begin{equation*}
w_{2}(0)=\left[\beta_{0}, \beta_{0}, \cdots, \beta_{0}, \cdots, \beta_{0}\right] B(t)=e^{T} B(t) \tag{39}
\end{equation*}
$$

Let

$$
\begin{equation*}
w_{2}^{\prime}(t)=C^{T} B(t) \tag{40}
\end{equation*}
$$

where $C$ can be obtained similar to Equation (12). Integrating of Equation (40) from 0 to $t$ and using Equation (39), we have

$$
\begin{gather*}
w_{2}(t)=\left(C^{T} P+e^{T}\right) B(t)=A^{T} B(t)  \tag{41}\\
w_{1}(t)=A^{T} P B(t)=H^{T} B(t) \tag{42}
\end{gather*}
$$

where $H^{T}=A^{T} P$ and $P$ are the operational matrix of integration given in Equation (17). By substituting Equations (40)-(42) in Equation (37), we obtain

$$
\begin{align*}
C^{T} B(t)= & \alpha\left(1-H^{T} B(t) B^{T}(t) H\right) A^{T} B(t)-H^{T} B(t)  \tag{43}\\
& -\gamma\left(H^{T} B(t) B^{T}(t) H B^{T}(t) H\right),
\end{align*}
$$

and using Equation (20) gives

$$
\begin{equation*}
C^{T} B(t)=\alpha\left(1-H^{T} \tilde{H} B(t)\right) A^{T} B(t)-H^{T} B(t)-\gamma\left(H^{T} \tilde{H}^{2} B(t)\right) \tag{44}
\end{equation*}
$$

$$
\begin{equation*}
C^{T}=\alpha\left(1-H^{T} \tilde{H}\right) A^{T}-H^{T}-\gamma\left(H^{T} \tilde{H}^{2}\right) \tag{45}
\end{equation*}
$$

where Equation (45) is a nonlinear system of algebraic equation which can be solved by Newton's method.

## 5. Homotopy Perturbation Method

In this section, the HPM is described for the solution of nonlinear differential equations, and this method can be extensively used to solve different nonlinear problems [32-34]. To that end, assume

$$
\begin{equation*}
N(y(t))=0 \tag{46}
\end{equation*}
$$

where $N$ is a general differential operator. A homotopy $H(y(t), p)$ can be defined as

$$
\begin{equation*}
H(y(t), 0)=F(y(t)), \quad H(y(t), 1)=L(y(t)) \tag{47}
\end{equation*}
$$

where $F(y(t))$ is the functional operator with known solution $y_{0}$ that can be easily achieved, and $L(y(t))=N(y(t))$. Usually, a convex homotopy is selected by

$$
\begin{equation*}
H(y(t), p)=(1-p) F(y(t))+p L(y(t))=0 \tag{48}
\end{equation*}
$$

and continuously trace an implicitly defined curve from a starting point $H\left(y_{0}(t), 0\right)$ to a solution function $H(Y(t), 1)$, where $Y$ is a solution of Equation (46). The embedding parameter $p$ is applied as the classical perturbation technique, and it can be assumed that the solution of Equation (46) can be given through a power series in $p$,

$$
\begin{equation*}
y(t)=y_{0}(t)+p y_{1}(t)+p^{2} y_{2}(t)+\cdots \tag{49}
\end{equation*}
$$

and setting $p=1$ gives in the approximate solution of Equation (46) as

$$
\begin{equation*}
Y(t)=\lim _{p \longrightarrow 1} y(t)=y_{0}(t)+y_{1}(t)+y_{2}(t)+\cdots \tag{50}
\end{equation*}
$$

5.1. The HPM for Solving Duffing-Van der Pol. In this part, we look at the D-VdP equation and use HPM to solve it. For this
purpose, as a result (Equation (24)), we put $d^{2} / d t^{2}$ by $\kappa$ and $\kappa^{-1}$ as the two integral from 0 to $t$. Therefore, we have

$$
\begin{equation*}
\kappa y(t)=\alpha\left(1-y^{2}(t)\right) y^{\prime}(t)-y(t)-\gamma y^{3}(t) \tag{51}
\end{equation*}
$$

which is converted to the following equation after applying $\kappa^{-1}$ :

$$
\begin{equation*}
y(t)=p(t)+\alpha \kappa^{-1}\left(1-y^{2}(t)\right) y^{\prime}(t)-\kappa^{-1} y(t)-\gamma \kappa^{-1} y^{3}(t) \tag{52}
\end{equation*}
$$

where $p$ is the constant of integration and satisfies $L p=0$. As a possible solution, we consider the convex homotopy

$$
\begin{aligned}
L(y(t))= & y(t)-p(t)-\alpha \kappa^{-1}\left(1-y^{2}(t)\right) y^{\prime}(t)+\kappa^{-1} y(t) \\
& +\gamma \kappa^{-1} y^{3}(t)=0
\end{aligned}
$$

$$
\begin{equation*}
F(y(t))=y(t)-p(t) . \tag{54}
\end{equation*}
$$

By substituting Equations (53) and (54) into Equation (48), we get

$$
\begin{align*}
H(y(t), p)= & y(t)-p(t)-p \alpha \kappa^{-1}\left(1-y^{2}(t)\right) y^{\prime}(t)+p \kappa^{-1} y(t) \\
& +p \gamma \kappa^{-1} y^{3}(t)=0 \tag{55}
\end{align*}
$$

Rewriting Equation (55) as

$$
\begin{equation*}
y(t)=p(t)+p \alpha \kappa^{-1}\left(1-y^{2}(t)\right) y^{\prime}(t)-p \kappa^{-1} y(t)-p \gamma \kappa^{-1} y^{3}(t) \tag{56}
\end{equation*}
$$

And using the initial condition $y\left(t_{0}\right)=\beta_{0}, y^{\prime}\left(t_{0}\right)=\beta_{1}$ in Equation (24), we have

$$
\begin{align*}
y(t)= & \beta_{0}+\beta_{1} t+\alpha \beta_{0} t+p \alpha \kappa^{-1}\left(1-y^{2}(t)\right) y^{\prime}(t)  \tag{57}\\
& -p \kappa^{-1} y(t)-p \gamma \kappa^{-1} y^{3}(t)
\end{align*}
$$

By substituting Equation (49) into Equation (57) and by assimilating terms with equal powers of $p$, we obtain

$$
\left\{\begin{array}{l}
p^{0}: y_{0}(t)=\beta_{0}+\beta_{1} t+\alpha \beta_{0} t  \tag{58}\\
p^{1}: y_{1}(t)=\alpha \int_{0}^{t}\left(y_{0}(t)\right) d t-\alpha \int_{0}^{t} \int_{0}^{t}\left(y_{0}(t)^{2} y_{0}^{\prime}(t)\right) d t d t-\int_{0}^{t} \int_{0}^{t}\left(y_{0}(t)\right) d t d t-\gamma \int_{0}^{t} \int_{0}^{t}\left(y_{0}(t)^{3}\right) d t d t \\
p^{2}: y_{2}(t)=\alpha \int_{0}^{t}\left(y_{1}(t)\right) d t-\alpha \int_{0}^{t} \int_{0}^{t}\left(2 y_{0}(t)^{3} y_{0}^{\prime}(t)^{2}+y_{0}(t)^{2} y_{1}^{\prime}(t)\right) d t d t-\int_{0}^{t} \int_{0}^{t}\left(y_{1}(t)\right) d t d t-\gamma \int_{0}^{t} \int_{0}^{t}\left(3 y_{0}(t)^{4} y_{0}^{\prime}(t)\right) d t d t \\
\vdots
\end{array}\right.
$$

Lastly, the approximate solution of Equation (24) is computed as

$$
\begin{equation*}
Y(t)=\lim _{p \longrightarrow 1} y(t)=y_{0}(t)+y_{1}(t)+y_{2}(t)+\cdots \tag{59}
\end{equation*}
$$

## 6. Error Analysis

In this section, we calculate the error bound of the presented method for the approximate solution $\mathrm{D}-\mathrm{VdP}$ equation in Section 4. When we convert the D-VdP equation to a SODE, we refer the readers to the error bound that is calculated in [22], and we get an error bound for the approximate solutions of nonlinear VIESK which implies the convergence of the present method in Section 4, and we have the following theorems. Suppose that $\Omega=\bigcup_{1 \leq i \leq n} \Omega_{i}$ where $\Omega_{i}=[(i-1) / n, i / n)$.

Theorem 1. Suppose that $y \in C^{m}[0,1]$ is an $m$ times continuous function and $\left|y^{(m)}(t)\right| \leq \lambda$, such that $y(t)=$ $\sum_{i=1}^{n} y_{i}(t)$, where $y_{i}$ is the restriction of to $\Omega_{i}$ and $E_{i}$ $=\operatorname{span}\left\{b_{i 0}(t), b_{i 1}(t), \cdots, b_{i(m-1)}(t)\right\}, i=1,2, \cdots, n$. If $C_{i}^{T} B_{i}(t)$ is the best approximation of $y_{i}(t)$ from $E_{i}$, where $C_{i}=\left[c_{i 0}, c_{i 1}, \cdots, c_{i(m-1)}\right]^{T}, B_{i}(t)=\left[b_{i 0}(t), b_{i 1}(t), \cdots, b_{i(m-1)}(t)\right]^{T}$, then $\tilde{y}_{n m}(t)=C^{T} B(t)$ approximates $y(t)$ with the following error bound

$$
\begin{equation*}
\left\|y-\tilde{y}_{n m}\right\|_{2} \leq \frac{\lambda}{2^{2 m-1} n^{m} m!} \tag{60}
\end{equation*}
$$

Proof. Let $y(t)=\sum_{i=1}^{n} y_{i}(t)$. Assume that $P_{(m-1) i}$ for $i=1,2$, $\cdots, n$, are the interpolating polynomials to $y_{i}$ at points $t_{j}$, $j=0,1, \cdots, m-1$ that implies the zeros of $m$-degree-shifted Chebyshev polynomials in the interval $[(i-1) / n, i / n)$. Then, we have [35]

$$
\begin{equation*}
y_{i}(t)-P_{(m-1) i}(t)=\frac{y^{(m)}(\eta) \prod_{j=0}^{m-1}\left(t-t_{j}\right)}{m!}, \quad \eta \in\left[\frac{i-1}{n}, \frac{i}{n}\right) . \tag{61}
\end{equation*}
$$

The following equation is obtained by considering the estimates for Chebyshev interpolation nodes [36]. Therefore, we obtain

$$
\begin{equation*}
\left|y_{i}(t)-P_{(m-1) i}(t)\right| \leq \frac{\lambda(1 / 2 n)^{m}}{2^{m-1} m!}=\frac{\lambda}{2^{2 m-1} n^{m} m!} . \tag{62}
\end{equation*}
$$

Since $C_{i}^{T} B_{i}(t)$ is the best approximation of $y_{i}$ from $E_{i}$ and $P_{(m-1) i} \in E_{i}$, we obtain

$$
\begin{align*}
\left\|y_{i}-C_{i}^{T} B_{i}\right\|_{2}^{2} & \leq\left\|y_{i}-P_{(m-1) i}\right\|_{2}^{2}=\int_{(i-1) / n}^{i / n}\left|y_{i}(t)-P_{(m-1) i}(t)\right|^{2} d t \\
& \leq \int_{(i-1) / n}^{i / n}\left(\frac{\lambda}{2^{2 m-1} n^{m} m!}\right)^{2} d t=\frac{1}{n}\left(\frac{\lambda}{2^{2 m-1} n^{m} m!}\right)^{2} . \tag{63}
\end{align*}
$$

Now,

$$
\begin{equation*}
\left\|y-C^{T} B\right\|_{2}^{2} \leq \sum_{i=1}^{n}\left\|y_{i}-C_{i}^{T} B_{i}\right\|_{2}^{2} \leq n \times \frac{1}{n}\left(\frac{\lambda}{2^{2 m-1} n^{m} m!}\right)^{2} \tag{64}
\end{equation*}
$$

The following equation is obtained by calculating the square root of both sides and through replacing $C^{T} B$ by $\tilde{y}_{n m}$,

$$
\begin{equation*}
\left\|y-\tilde{y}_{n m}\right\|_{2} \leq \frac{\lambda}{2^{2 m-1} n^{m} m!} \tag{65}
\end{equation*}
$$

Theorem 2. Assume that $\tilde{k}_{n m}(s, t)=B^{T}(s) K B(t)$ is the hybrid expansion of function $k$ with the real value expressed by Equation (15) and $k$ is adequately smooth on every single subdomain $[(i-1) / n, i / n) \times[(j-1) / n, j / n), i, j=1,2, \cdots, n$, and then, there is a positive constant $\gamma$ as shown in the following

$$
\begin{equation*}
\left\|k-\tilde{k}_{n m}\right\|_{2} \leq \frac{3 \gamma}{2^{2 m-1} n^{m} m!} \tag{66}
\end{equation*}
$$

Proof. Suppose that $k(s, t)=\sum_{i=1}^{n} \sum_{j=1}^{n} k_{i j}(s, t)$, where $k_{i j}$ is the restriction of $k$ to $[(i-1) / n, i / n) \times[(j-1) / n, j / n)$. For $i, j=1,2, \cdots, n$ assume that $P_{(m-1) i j}$ is the interpolating polynomial to $k_{i j}$ at points $\left(s_{r}, t_{l}\right)$, where $s_{r}, t_{l}, r, l=0,1,2$, $\cdots, m-1$ implies the zeros of $m$-degree-shifted Chebyshev polynomials in $[(i-1) / n, i / n),[(j-1) / n, j / n)$ intervals, respectively, and then, we have [35]

$$
\begin{align*}
k_{i j}(s, t)- & P_{(m-1) i j}(s, t) \\
= & \frac{\partial^{m} k\left(\eta_{1}, t\right)}{\partial s^{m}}\left(\frac{\prod_{r=0}^{m-1}\left(s-s_{r}\right)}{m!}\right)+\frac{\partial^{m} k\left(s, \xi_{1}\right)}{\partial t^{m}} \\
& \cdot\left(\frac{\prod_{l=0}^{m-1}\left(t-t_{l}\right)}{m!}\right)-\frac{\partial^{2 m} k\left(\eta_{2}, \xi_{2}\right)}{\partial s^{m} \partial t^{m}}  \tag{67}\\
& \cdot\left(\frac{\prod_{r=0}^{m-1}\left(s-s_{r}\right) \prod_{l=0}^{m-1}\left(t-t_{l}\right)}{m!m!}\right) \\
& \eta_{1}, \eta_{2} \in\left[\frac{i-1}{n}, \frac{i}{n}\right), \quad \xi_{1}, \xi_{2} \in\left[\frac{j-1}{n}, \frac{j}{n}\right)
\end{align*}
$$

Now, suppose that $\gamma=\max \left\{\gamma_{1}, \gamma_{2}, \gamma_{3}\right\}$, in which

$$
\begin{align*}
\left|\frac{\partial^{m} k(s, t)}{\partial s^{m}}\right| & \leq \gamma_{1},\left|\frac{\partial^{m} k(s, t)}{\partial t^{m}}\right| \leq \gamma_{2},\left|\frac{\partial^{2 m} k(s, t)}{\partial s^{m} \partial t^{m}}\right| \\
& \leq \gamma_{3},(s, t) \in\left[\frac{i-1}{n}, \frac{i}{n}\right) \times\left[\frac{j-1}{n}, \frac{j}{n}\right), \quad i, j=1,2, \cdots, n . \tag{68}
\end{align*}
$$

Then, the equation mentioned in the following is obtained by considering the estimates for Chebyshev interpolation nodes [36].

$$
\begin{align*}
\left|k_{i j}(s, t)-P_{(m-1) i j}(s, t)\right| & \leq \frac{\gamma_{1}(1 / 2 n)^{m}}{2^{m-1} m!}+\frac{\gamma_{2}(1 / 2 n)^{m}}{2^{m-1} m!}+\frac{\gamma_{3}(1 / 2 n)^{2 m}}{2^{2 m-1} m!^{2}} \\
& \leq \frac{\gamma}{2^{2 m-1} n^{m} m!}\left(2+\frac{1}{2^{2 m} n^{m} m!}\right) \\
& \leq \frac{3 \gamma}{2^{2 m-1} n^{m} m!} \tag{69}
\end{align*}
$$

Since $B_{i}^{T}(s) K B_{j}^{T}(t)$ is the best unique approximation of $k_{i j}$ from $E_{i} \times E_{j}$, we obtain

$$
\begin{align*}
\left\|k_{i j}-B_{i}^{T} K B_{j}^{T}\right\|_{2}^{2} & \leq\left\|k_{i j}-P_{(m-1) i j}\right\|_{2}^{2} \\
& =\int_{i-1 / n}^{i / n} \int_{j-1 / n}^{j / n}\left|k_{i j}(s, t)-P_{(m-1) i j}(s, t)\right|^{2} d s d t \\
& \leq \int_{i-1 / n}^{i / n} \int_{j-1 / n}^{j / n}\left(\frac{3 \gamma}{2^{2 m-1} n^{m} m!}\right)^{2} d s d t \\
& =\frac{1}{n^{2}}\left(\frac{3 \gamma}{2^{2 m-1} n^{m} m!}\right)^{2} . \tag{70}
\end{align*}
$$

Now,

$$
\begin{equation*}
\left\|k-B^{T} K B\right\|_{2}^{2} \leq \sum_{i=1}^{n} \sum_{j=1}^{n}\left\|k_{i j}-B_{i}^{T} K B_{j}\right\|_{2}^{2} \leq\left(\frac{3 \gamma}{2^{2 m-1} n^{m} m!}\right)^{2} \tag{71}
\end{equation*}
$$

The following equation is obtained by calculating the square roots and replacing $B^{T} K B$, by $\tilde{k}_{n m}$. Then, we have

$$
\begin{equation*}
\left\|k-\tilde{k}_{n m}\right\|_{2} \leq \frac{3 \gamma}{2^{2 m-1} n^{m} m!} \tag{72}
\end{equation*}
$$

Lemma 3 (Gronwall Inequality). Let $e(t), a(t)$, and $b(t)$ be real continuous functions defined on $\Omega$, for fixed $t_{0} \in \Omega$. If

$$
\begin{equation*}
e(t) \leq a(t)+b(t) \int_{t_{0}}^{t} e(s) d s, \quad t \in \Omega \tag{73}
\end{equation*}
$$

then

$$
\begin{equation*}
e(t) \leq a(t)+b(t) m(t) \exp \left(\int_{t_{0}}^{t} b(s) d s\right), \quad t \in \Omega \tag{74}
\end{equation*}
$$

where $m(t)=\int_{t_{0}}^{t} a(s) d s$.
Proof. In [37].
The following discrete Gronwall lemma can be found in [38].

Lemma 4. Assume that $\left\{k_{j}\right\}, j \geq 0$ is a given nonnegative sequence, and the sequence $\left\{\varepsilon_{n}\right\}$ satisfies $\varepsilon_{0} \leq \rho_{0}$ and

$$
\begin{equation*}
\varepsilon_{n} \leq \rho_{0}+\sum_{j=0}^{n-1} q_{j}+\sum_{j=0}^{n} k_{j} \varepsilon_{j}, \quad n \geq 1 \tag{75}
\end{equation*}
$$

with $\rho_{0} \geq 0, q_{j} \geq 0(j \geq 0)$. Then

$$
\begin{equation*}
\varepsilon_{n} \leq\left(\rho_{0}+\sum_{j=0}^{n-1} q_{j}\right) \exp \left(\sum_{j=0}^{n-1} k_{j}\right), \quad n \geq 1 . \tag{76}
\end{equation*}
$$

Now, consider the nonlinear integral equation (Equation (27)) or $y(t)=q(t)+\int_{0}^{t} g(s, t) H(s, y(s)) d s$ under the following assumptions:
(1) $q$ and $g$ satisfy the hypotheses of Theorems 1 and 2, respectively, and $H \in C^{1}(\Omega \times \Re)$,
(2) $C_{1}=\sup |H(s)|<\infty$
(3) $C_{2}=\sup \left|H_{\varsigma}(s)\right|<\infty$
(4) $C_{3}=\sup |g(s, t)|<\infty$

Theorem 5. Suppose $y$ and $\tilde{y}_{n m}$ are, respectively, the exact and approximate solutions of Equation (27) obtained by Section 4. Suppose also that the assumption (1-4) is fulfilled. Then, there exist positive constants $\zeta$ and $\mathrm{\varrho}$ such that
$\left\|y-\tilde{y}_{n m}\right\|_{2} \leq \frac{\zeta}{2^{2 m-1} n^{m} m!}\left(1+\frac{\varrho}{n} \exp \left(\frac{\varrho}{n}\right)\right) \exp \left(\varrho+\frac{\varrho^{2}}{n} \exp \left(\frac{\varrho^{2}}{n}\right)\right)$.

Proof. From Equation (28), we have

$$
\begin{align*}
y(t) & -\tilde{y}_{n m}(t)=q(t)-\tilde{q}_{n m}(t)+\int_{0}^{t} g(s, t) H(s, y(s)) d s  \tag{78}\\
& -\int_{0}^{t} \tilde{g}_{n m}(s, t) H\left(s, \tilde{y}_{n m}(s)\right) d s
\end{align*}
$$

The above equation can be rewritten in the following form:

$$
\begin{align*}
y(t)-\tilde{y}_{n m}(t)= & q(t)-\tilde{q}_{n m}(t)+\int_{0}^{t} g(s, t)(H(s, y(s)) \\
& \left.-H\left(s, \tilde{y}_{n m}(s)\right)\right) d s+\int_{0}^{t}(g(s, t)  \tag{79}\\
& \left.-\tilde{g}_{n m}(s, t)\right) H\left(s, \tilde{y}_{n m}(s)\right) d s
\end{align*}
$$

By using the mean value theorem, the following result is concluded

$$
\begin{align*}
y(t)-\tilde{y}_{n m}(t) & =q(t)-\tilde{q}_{n m}(t)+\int_{0}^{t} g(s, t) H_{\zeta}(\xi)(y(s) \\
& \left.\left.-\tilde{y}_{n m}(s)\right)\right) d s+\int_{0}^{t}\left(g(s, t)-\tilde{g}_{n m}(s, t)\right) H\left(s, \tilde{y}_{n m}(s)\right) d s, \tag{80}
\end{align*}
$$

where $\xi \in\left(\min \left(y, \tilde{y}_{n m}\right), \max \left(y, \tilde{y}_{n m}\right)\right)$. Suppose that
$I(t)=\left|q(t)-\tilde{q}_{n m}(t)+\int_{0}^{t}\left(g(s, t)-\tilde{g}_{n m}(s, t)\right) H\left(s, \tilde{y}_{n m}(s)\right) d s\right|$.

Since $0 \leq t<1$, by taking $L^{2}$-norm in Equation (66) and applying the error bounds obtained in Theorems 1 and 2, we get

$$
\begin{equation*}
\|I\|_{2} \leq\left\|q-\tilde{q}_{n m}\right\|_{2}+C_{1}\left\|g-\tilde{g}_{n m}\right\|_{2} \leq \frac{\zeta}{2^{2 m-1} n^{m} m!} \tag{82}
\end{equation*}
$$

where $\zeta=\lambda+C_{1} 3 \gamma$. Now let

$$
\begin{equation*}
e_{n m}(t)=\left|y(t)-\tilde{y}_{n m}(t)\right|, \quad t \in \Omega, \tag{83}
\end{equation*}
$$

considering the above equation, together with Equations (80) and (81), we have

$$
\begin{equation*}
e_{n m}(t) \leq I(t)+\varrho \int_{0}^{t} e_{n m}(s) d s \tag{84}
\end{equation*}
$$

where $\varrho=C_{2} C_{3}$. Now, let fix the values $n$ and $m$, and then, for $1 \leq i<n$, we can define

$$
e_{i}(t)= \begin{cases}e_{n m}(t), & t \in \Omega_{i}  \tag{85}\\ 0, & \text { o.w. }\end{cases}
$$

From Equation (84), we have that for any $t \in \Omega_{i}=[(i-1)$ ( $n, i / n$ ),

$$
\begin{equation*}
e_{n m}(t) \leq I(t)+\mathrm{Q} \int_{0}^{(i-1) / n} e_{n m}(s) d s+\mathrm{Q} \int_{(i-1) / n}^{t} e_{n m}(s) d s \tag{86}
\end{equation*}
$$

The above equation can be rewritten as

$$
\begin{equation*}
e_{i}(t) \leq I(t)+\varrho \sum_{r=1}^{i-1} \int_{(r-1) / n}^{r / n} e_{r}(s) d s+\varrho \int_{(i-1) / n}^{t} e_{i}(s) d s \tag{87}
\end{equation*}
$$

Let $t \in \Omega_{1}=[0,1 / n)$, and then, the inequality (Equation (87)) reduces to

$$
\begin{equation*}
e_{1}(t) \leq I(t)+\mathrm{Q} \int_{0}^{t} e_{1}(s) d s \tag{88}
\end{equation*}
$$

It follows from Gronwall Inequality in Lemma 3 that

$$
\begin{align*}
e_{1}(t) & \leq I(t)+\varrho \exp \left(\int_{0}^{t} \varrho d s\right) \int_{0}^{t} I(s) d s  \tag{89}\\
& \leq I(t)+\varrho \exp \left(\frac{\varrho}{n}\right) \int_{0}^{t} I(s) d s, \quad t \in \Omega_{1} .
\end{align*}
$$

Therefore, we get

$$
\begin{equation*}
\left\|e_{1}\right\|_{2} \leq \vartheta\|I\|_{2}, \tag{90}
\end{equation*}
$$

where $\vartheta=1+\varrho / n \exp (\varrho / n)$. Let us assume that $t \in \Omega_{i}$, and then, the inequality (Equation (87)) can be rewritten as

$$
\begin{equation*}
e_{i}(t) \leq A_{i}(t)+\mathrm{Q} \int_{(i-1) / n}^{t} e_{i}(s) d s, \tag{91}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{i}(t)=\mathrm{\varrho} \sum_{r=1}^{i-1} \int_{(r-1) / n}^{r / n} e_{r}(s) d s+I(t) \tag{92}
\end{equation*}
$$

By using the Gronwall inequality for $t \in \Omega$, we obtain

$$
\begin{align*}
e_{i}(t) & \leq A_{i}(t)+\varrho \exp \left(\int_{(i-1) / n}^{t} \varrho d s\right) \int_{(i-1) / n}^{t} A_{i}(s) d s  \tag{93}\\
& \leq A_{i}(t)+\varrho \exp (\mathrm{\varrho} / n) \int_{(i-1) / n}^{t} A_{i}(s) d s, \quad t \in \Omega_{i} .
\end{align*}
$$

Therefore, $\left\|e_{i}\right\|_{2} \leq \mathcal{Y}\left\|A_{i}\right\|_{2}$. Now, taking $L^{2}$-norm in Equation (92), we obtain

$$
\begin{equation*}
\left\|A_{i}\right\|_{2} \leq \frac{\mathrm{Q}}{n} \sum_{r=1}^{i-1}\left\|e_{r}\right\|_{2}+\|I\|_{2} \tag{94}
\end{equation*}
$$

which results

$$
\begin{equation*}
\left\|e_{i}\right\|_{2} \leq \vartheta\|I\|_{2}+\frac{\vartheta \mathrm{Q}}{n}\left\|e_{1}\right\|_{2}+\frac{\vartheta \mathrm{Q}}{n}\left\|e_{2}\right\|_{2}+\cdots+\frac{\vartheta \mathrm{Q}}{n}\left\|e_{i-1}\right\|_{2} . \tag{95}
\end{equation*}
$$

Now, a suitable application of Lemma 4 to Equation (95) yields

$$
\begin{equation*}
\left\|e_{i}\right\|_{2} \leq \vartheta\|I\|_{2} \exp \left(\sum_{r=1}^{n} \frac{\vartheta \mathrm{Q}}{n}\right)=\vartheta \exp (\vartheta \mathrm{Q})\|I\|_{2} . \tag{96}
\end{equation*}
$$

Since, $e_{n m}(t)=\sum_{i=1}^{n} e_{i}(t)$, regarding the disjointness of $e_{i}$ for $i=1,2, \cdots, n$, we obtain

$$
\begin{equation*}
\left\|e_{n m}\right\|_{2}^{2}=\sum_{i=1}^{n}\left\|e_{i}\right\|_{2}^{2} \leq n^{2}(\vartheta \exp (\vartheta \mathrm{Q}))^{2}\|I\|_{2}^{2} \tag{97}
\end{equation*}
$$

Table 1: Numerical result for Example 7.1.

| $t$ | Approximate solution (RK4) | Absolute error |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | \|RK4-ADM| | \|RK4-HPM| | \|RK4-VIESK| | \|RK4-SODE| |
| 0 | 0.200000 | 0 | 0 | $2.88 \times 10^{-10}$ | $1.13 \times 10^{-11}$ |
| 0.1 | 0.198569 | $1.36 \times 10^{-12}$ | $3.98 \times 10^{-9}$ | $1.42 \times 10^{-8}$ | $3.92 \times 10^{-12}$ |
| 0.2 | 0.194322 | $1.90 \times 10^{-12}$ | $7.68 \times 10^{-8}$ | $3.61 \times 10^{-8}$ | $2.99 \times 10^{-12}$ |
| 0.3 | 0.187362 | $1.33 \times 10^{-10}$ | $4.63 \times 10^{-7}$ | $3.18 \times 10^{-7}$ | $6.64 \times 10^{-12}$ |
| 0.4 | 0.177826 | $1.53 \times 10^{-9}$ | $1.67 \times 10^{-6}$ | $1.22 \times 10^{6}$ | $1.24 \times 10^{-11}$ |
| 0.5 | 0.165889 | $1.06 \times 10^{-8}$ | $4.51 \times 10^{-6}$ | $3.41 \times 10^{-6}$ | $1.93 \times 10^{-11}$ |
| 0.6 | 0.151756 | $5.34 \times 10^{-8}$ | $1.00 \times 10^{-5}$ | $7.76 \times 10^{-6}$ | $1.99 \times 10^{-11}$ |
| 0.7 | 0.135662 | $2.15 \times 10^{-7}$ | $1.94 \times 10^{-5}$ | $1.53 \times 10^{-5}$ | $2.42 \times 10^{-11}$ |
| 0.8 | 0.117866 | $7.33 \times 10^{-7}$ | $3.37 \times 10^{-5}$ | $2.68 \times 10^{-5}$ | $2.90 \times 10(-11)$ |
| 0.9 | 0.098649 | $2.19 \times 10^{-6}$ | $5.35 \times 10^{-5}$ | $4.32 \times 10^{5}$ | $3.44 \times 10^{-11}$ |
| 1.0 | 0.078307 | $5.90 \times 10^{-6}$ | $7.86 \times 10^{-5}$ | $6.45 \times 10^{-5}$ | $3.84 \times 10^{-11}$ |

Table 2: Numerical result for Example 7.2.

| $t$ | Approximate solution (RK4) | $\|\mathrm{RK} 4-\mathrm{ADM}\|$ | Absolute error |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $t \mathrm{RK} 4-\mathrm{HPM} \mid$ |  | $\mid$ RK4-VIESK $\mid$ | $\mid$ RK4-SODE $\mid$ |  |  |
| 0 | -0.288680 | 0 | 0 | $2.63 \times 10^{-10}$ | $1.13 \times 10^{-11}$ |
| 0.1 | -0.277018 | $1.13 \times 10^{-7}$ | $3.05 \times 10^{-5}$ | $3.99 \times 10^{-6}$ | $3.04 \times 10^{-12}$ |
| 0.2 | -0.265993 | $8.40 \times 10^{-6}$ | $4.87 \times 10^{-5}$ | $2.76 \times 10^{-5}$ | $8.79 \times 10^{-13}$ |
| 0.3 | -0.255551 | $1.11 \times 10^{-4}$ | $1.11 \times 10^{-4}$ | $8.37 \times 10^{-5}$ | $1.21 \times 10^{-12}$ |
| 0.4 | -0.245646 | $7.23 \times 10^{-4}$ | $6.97 \times 10^{-4}$ | $1.80 \times 10^{-4}$ | $4.04 \times 10^{-12}$ |
| 0.5 | -0.236235 | $3.20 \times 10^{-3}$ | $2.06 \times 10^{-3}$ | $3.19 \times 10^{-4}$ | $6.73 \times 10^{-12}$ |
| 0.6 | -0.227283 | $1.11 \times 10^{-2}$ | $4.67 \times 10^{-3}$ | $5.03 \times 10^{-4}$ | $2.81 \times 10^{-12}$ |
| 0.7 | -0.218756 | $3.25 \times 10^{-2}$ | $9.16 \times 10^{-3}$ | $7.30 \times 10^{-4}$ | $1.99 \times 10^{-12}$ |
| 0.8 | -0.210624 | $8.41 \times 10^{-2}$ | $1.64 \times 10^{-2}$ | $9.96 \times 10^{-4}$ | $2.25 \times 10^{-12}$ |
| 0.9 | -0.202863 | $1.98 \times 10^{-1}$ | $2.74 \times 10^{-2}$ | $1.30 \times 10^{-3}$ | $2.54 \times 10^{-12}$ |
| 1.0 | -0.195446 | $4.32 \times 10^{-1}$ | $4.37 \times 10^{-2}$ | $1.63 \times 10^{-3}$ | $2.19 \times 10^{-12}$ |

By taking the square root of both sides, we get

$$
\begin{equation*}
\left\|y-\tilde{y}_{n m}\right\|_{2}=\left\|e_{n m}\right\|_{2} \leq n \vartheta \exp (\vartheta \varrho)\|I\|_{2} . \tag{98}
\end{equation*}
$$

Finally, considering the error bound of $\|I\|_{2}$ obtained in Equation (82) and substituting $\vartheta$ with $\vartheta=1+(\varrho / n) \exp (\varrho / n)$, we get

$$
\begin{align*}
\left\|y-\tilde{y}_{n m}\right\|_{2} \leq & \frac{\zeta}{2^{2 m-1} n^{m} m!}\left(1+\frac{\varrho}{n} \exp \left(\frac{\varrho}{n}\right)\right) \exp \\
& \cdot\left(\varrho+\frac{\varrho^{2}}{n} \exp \left(\frac{\varrho^{2}}{n}\right)\right) \tag{99}
\end{align*}
$$

It is obvious that error bound tends to zero as $n$ and $m$ tend to infinity.

## 7. Numerical Examples

In this section, the HLBPFs are applied with $n=2, m=8$, and $T_{f}=1.00001$ for all examples. As a result, the methodology suggested in Section 4 is used to find the approximate solution directly. In these examples, the approximate results given by presented method, HPM, and ADM are compared to the numerical solution obtained from RK4. In all cases, the results are presented in Tables 1-3. Based on these results, we see that the results of the HLBPFs are closer to the numerical solutions obtained using RK4. All experiments are implemented using MATLAB.

Example 7.1. Take the following unforced Van der Pol equation into consideration [39, 40].

$$
\left\{\begin{array}{l}
y^{\prime \prime}(t)+0.15\left(1-y^{2}\right) y^{\prime}(t)+(1.2)^{2} y=0  \tag{100}\\
y(0)=0.2, \quad y^{\prime}(0)=0
\end{array}\right.
$$

Table 3: Numerical result for Example 7.3.

| $t$ | Approximate solution (RK4) | $\|\mathrm{RK} 4-\mathrm{ADM}\|$ | Absolute error |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $t \mathrm{RK} 4-\mathrm{HPM} \mid$ |  | $1.18 \times 10^{-10}$ | $8.80 \times 10^{-12}$ |  |  |
| 0 | 0.000000 | 0 | 0 | $6.04 \times 10^{-7}$ | $6.04 \times 10^{-12}$ |
| 0.1 | 0.050042 | $4.18 \times 10^{-12}$ | $1.54 \times 10^{-9}$ | $2.66 \times 10^{-6}$ | $8.03 \times 10^{-12}$ |
| 0.2 | 0.099832 | $8.39 \times 10^{-12}$ | $5.37 \times 10^{-8}$ | $9.80 \times 10^{-6}$ | $1.22 \times 10^{-11}$ |
| 0.3 | 0.148870 | $1.25 \times 10^{-11}$ | $4.36 \times 10^{-7}$ | $2.76 \times 10^{-5}$ | $1.80 \times 10^{-11}$ |
| 0.4 | 0.196656 | $1.64 \times 10^{-11}$ | $1.94 \times 10^{-6}$ | $6.38 \times 10^{-5}$ | $2.35 \times 10^{-11}$ |
| 0.5 | 0.242704 | $1.99 \times 10^{-11}$ | $6.15 \times 10^{-6}$ | $1.26 \times 10^{-4}$ | $2.07 \times 10^{-11}$ |
| 0.6 | 0.286537 | $2.26 \times 10^{-11}$ | $1.57 \times 10^{-5}$ | $2.22 \times 10^{-4}$ | $2.64 \times 10^{-11}$ |
| 0.7 | 0.327703 | $1.90 \times 10^{-11}$ | $3.42 \times 10^{-5}$ | $3.58 \times 10^{-4}$ | $2.64 \times 10^{-11}$ |
| 0.8 | 0.365772 | $3.88 \times 10^{-11}$ | $6.63 \times 10^{-5}$ | $5.39 \times 10^{-4}$ | $2.72 \times 10^{-11}$ |
| 0.9 | 0.400343 | $4.51 \times 10^{-10}$ | $1.17 \times 10^{-4}$ | $7.68 \times 10^{-4}$ | $2.80 \times 10^{-11}$ |
| 1.0 | 0.431051 | $2.67 \times 10^{-9}$ | $1.90 \times 10^{-4}$ |  |  |

The approximate analytical solution of Equation (100) is obtained by method's RK4, HPM, and ADM.

Now, we converted Equation (100) into nonlinear VIESK, by integrating of this equation in order to have

$$
\begin{align*}
y(t)= & 0.2+0.03 t-\int_{0}^{t}\left(\left(0.15+(1.2)^{2}(s-t)\right) y(s)\right.  \tag{101}\\
& \left.+\left(0.03 y^{2}(s)\right)-\left(0.15 y^{3}(s)\right)\right) d s
\end{align*}
$$

We solve above-mentioned equation using the present method, as well as we converted Equation (100) into a SODE that gives

$$
\left\{\begin{array}{l}
w_{1}^{\prime}=w_{2}  \tag{102}\\
w_{2}^{\prime}+0.15\left(1-w_{1}^{2}\right) w_{2}+(1.2)^{2} w_{1}=0 \\
w_{1}(0)=0.2, \quad w_{2}(0)=0
\end{array}\right.
$$

where $w_{1}=y$ and $w_{2}=y^{\prime}$. Again, we solve Equation (102) with the present method. Now, according to Subsection 5.1, we solve Equation (100) with HPM, and we have

$$
\left\{\begin{array}{l}
p^{0}: y_{0}(t)=0.2+0.03 t  \tag{103}\\
p^{1}: y_{1}(t)=-0.03 t-0.14616 t^{2}-0.007191 t^{3}+3.375 \times 10^{-7} t^{4} \\
p^{2}: y_{2}(t)=0.00216108 t^{2}+0.0142068 t^{3}+0.0177539 t^{4}+\cdots \\
p^{3}: y_{3}(t)=-2.1438 \times 10^{-6} t^{2}+0.000111068 t^{3}-0.000771989 t^{4}-\cdots \\
\vdots
\end{array} .\right.
$$

Based on Equation (59), the approximate answer is obtained as follows:

$$
\begin{align*}
Y(t)= & 0.2-0.144 t^{2}+0.00691199 t^{3}+0.0170059 t^{4}  \tag{104}\\
& -0.000979541 t^{5}-0.000785446 t^{6}+\cdots
\end{align*}
$$



Figure 2: The comparison results by HLBPF method with RK4 for Example 7.1.

Table 1 can be used to compare the results of the absolute errors of methods with RK4. Figure 2 shows the approximate answers obtained by HLBPFs for Equations (101) and (102) with RK4.

Example 7.2. In this example, the famous Duffing-Van der Pol equation is included like the following [41, 42].

$$
\left\{\begin{array}{l}
y^{\prime \prime}(t)+\left(\frac{4}{3}+3 y^{2}(t)\right) y^{\prime}(t)+\frac{1}{3} y(t)+y^{3}(t)=0  \tag{105}\\
y(0)=\alpha, \quad y^{\prime}(0)=\beta
\end{array}\right.
$$

where $\alpha=-0.28868$ and $\beta=0.12$. The approximate analytical solution of Equation (105) is obtained by method's RK4, HPM, and ADM.

Now, we converted Equation (105) into nonlinear VIESK, by integrating the both sides in order to have

$$
\begin{align*}
y(t)= & \alpha+\beta t+\frac{4}{3} \alpha t-\int_{0}^{t}\left(\left(\frac{4}{3}+\frac{1}{3}(s-t)\right) y(s)+3 \alpha y^{2}(s)\right. \\
& \left.+(3+(s-t)) y^{3}(s)\right) d s \tag{106}
\end{align*}
$$

We solve above-mentioned equation using the present method, as well as we converted Equation (105) into a SODE that gives

$$
\left\{\begin{array}{l}
w_{1}^{\prime}=w_{2}  \tag{107}\\
w_{2}^{\prime}+\left(\frac{4}{3}+3 w_{1}^{2}\right) w_{2}+\frac{1}{3} w_{1}+w_{1}^{3}=0 \\
w_{1}(0)=-0.28868, \quad w_{2}(0)=0.12
\end{array}\right.
$$

where $w_{1}=y$ and $w_{2}=y^{\prime}$. Again, we solve Equation (107) with the present method. According to Subsection 5.1, we solve Equation (105) with HPM that gives

$$
\left\{\begin{array}{l}
p^{0}: y_{0}(t)=-0.28868-0.2649066667 t  \tag{108}\\
p^{1}: y_{1}(t)=0.384907 t+0.269861 t^{2}+0.0460135 t^{3}+0.00971206 t^{4}+0.000929498 t^{5} \\
p^{2}: y_{2}(t)=-0.296895 t^{2}-0.185222 t^{3}-0.0486435 t^{4}-\cdots \\
p^{3}: y_{3}(t)=-0.0171263 t^{2}+0.131683 t^{3}+0.0823714 t^{4}+\cdots \\
\vdots
\end{array},\right.
$$

according to Equation (59), the approximate answer is obtained as follows:

$$
\begin{align*}
Y(t)= & -0.28868+0.12 t-0.0391704 t^{2}+0.0207341 t^{3} \\
& +0.0233674 t^{4}+0.0051368 t^{5}+0.00417601 t^{6}+\cdots \tag{109}
\end{align*}
$$

Table 2 can be used to compare the results of the absolute errors of methods with RK4. Figure 3 shows the approximate answers obtained by HLBPFs for Equations (106) and (107) with RK4.

Example 7.3. Let us solve the following oscillator equation [11, 43-45].

$$
\left\{\begin{array}{l}
y^{\prime \prime}(t)-0.05\left(1-y^{2}\right) y^{\prime}(t)+y=0  \tag{110}\\
y(0)=0, y^{\prime}(0)=0.5
\end{array}\right.
$$

The approximate analytical solution of Equation (110) is obtained by method's RK4, HPM, and ADM.

Now, we converted Equation (110) into nonlinear VIESK, by integrating of this equation in order to have

$$
\begin{equation*}
y(t)=0.5 t+\int_{0}^{t}\left((0.05-(s-t)) y(s)-0.05 y^{3}(s)\right) d s \tag{111}
\end{equation*}
$$

We solve above-mentioned equation using the present method, as well as we converted Equation (110) into a SODE that gives

$$
\left\{\begin{array}{l}
w_{1}^{\prime}=w_{2}  \tag{112}\\
w_{2}^{\prime}-0.05\left(1-w_{1}^{2}\right) w_{2}+w_{1}=0 \\
w_{1}(0)=0, \quad w_{2}(0)=0.5
\end{array}\right.
$$

where $w_{1}=y$ and $w_{2}=y^{\prime}$. Again, we solve Equation (112) with the present method. According to Subsection 5.1, we solve Equation (110) with HPM, and we have

$$
\left\{\begin{array}{l}
p^{0}: y_{0}(t)=0.5 t  \tag{113}\\
p^{1}: y_{1}(t)=0.0125 t^{2}-0.0833333 t^{3}-0.000520833 t^{4} \\
p^{2}: y_{2}(t)=0.000208333 t^{3}-0.00208333 t^{4}+0.00398958 t^{5}+\cdots \\
p^{3}: y_{3}(t)=2.60417 \times 10^{-6} t^{4}-0.00003125 t^{5}+0.0000269097 t^{6}-0.0000172371 t^{7}-\cdots \\
\vdots
\end{array}\right.
$$



Figure 3: The comparison results by HLBPFs method with RK4 for (Example 7.2).


Figure 4: The comparison results by HLBPF method with RK4 for (Example 7.3).

According to Equation (59), the approximate answer is obtained as follows:

$$
\begin{align*}
Y(t)= & 0.5 t+0.0125 t^{2}-0.083125 t^{3} \\
& -0.00260156 t^{4}+0.00395836 t^{5}  \tag{114}\\
& +0.00014809 t^{6}-0.0000555835 t^{7}+\cdots
\end{align*}
$$

Table 3 can be used to compare the results of the absolute errors of methods with RK4. Figure 4 shows the approximate answers obtained by HLBPFs for Equations (111) and (112) with RK4.

## 8. Conclusions

In this work, we solved the $\mathrm{D}-\mathrm{VdP}$ problem by transformation into a Volterra integral equation of the second kind and a system of ordinary differential equation of the first order. It was found that the numerical solution of these equations is using the expansion based on HLBPFs and their integration operational matrix. In this technique, integration is not needed because examples are solved quickly, and calculation time is minimized by employing the matrices $P$ and $\tilde{C}$. The advantage of our proposed method is its high accuracy when the $\mathrm{D}-\mathrm{VdP}$ equation converted to a SODE.
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