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We propose a deep learning approach to better utilize the spatial and temporal information obtained from image sequences of the
self-compacting concrete- (SCC-) mixing process to recover SCC characteristics in terms of the predicted slump flow value (SF)
and V-funnel flow time (VF). +e proposed model integrates features of the convolutional neural network and long short-term
memory and is trained to extract features and compute an estimate. +e performance of the method is evaluated using the testing
set. +e results indicate that the proposed method could potentially be used to automatically estimate SCC workability.

1. Introduction

Predicting the workability of self-compacting concrete
(SCC) during the mixing process is an important research
problem in construction engineering. SCC is a highly
workable material that can flow to fill gaps in re-
inforcements, corners of moulds, and voids in rock blocks,
without exhibiting any vibration and compaction during the
placement process [1–3]. To construct strong and durable
structures, the SCC must be of superior workability [4].

Slump flow and V-funnel tests [1, 5] are commonly used
in estimating SCC workability. Slump flow values (SF) in-
dicate the deformability of SCC, while the V-funnel flow
time (VF) indicates the viscosity and segregation resistance
ability. However, these tests present a number of problems in
practice. One is that the tests must be performed before
concrete placement to ensure that the SCC has good
workability; this is expensive in terms of labour and time.
Another problem is that SCC workability can only be de-
termined immediately before placement. When the concrete
is not a qualified SCC, the mixture is wasted and engineers
need to change the mix design.

+e problems mentioned above can be solved if the SCC
workability can be estimated during the mixing process.
Chopin proposed that a concrete mixer can be considered as

a large rheometer [6], allowing SCC rheological parameters
to be determined by considering fresh concrete as a Bingham
material. However, the validity of using a mixer as a reliable
rheometer remains an open question. Other methods have
been proposed that perform estimation using image pro-
cessing. +is approach is based on the considerations that a
number of experienced engineers estimate SCC workability
by watching the mixing process. Visual information during
mixing is used to deduce the SCCworkability characteristics.
For example, Daumann and Nirschl used ultramarine blue
as a tracer component and determined the homogeneity of
mixtures during the concrete-mixing process [7]. Li et al.
developed an image processing method to determine the SF
and VF values of SCC during the mixing process [8, 9].
However, the methods based on image processing rely
heavily on human experience and insight. For example,
features such as the tracer component in Daumann’s work
and boundaries extracted in Li’s work had to be manually
selected. Furthermore, these features are often related to a
specific experimental scene, which limits the applicability of
these methods.

To compensate for the drawbacks of the aforementioned
methods, the dependency on human experience must be
reduced, and methods that dig deep into the information
hidden behind the original data must be used. An alternative
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approach is to employ automatic feature learning using deep
learning- (DL-) based models.

DL deals with the problem of data representation by
introducing simpler intermediate representations that can
be combined to build complex concepts. +erefore, no
specific techniques need to be applied to extract features that
represent the image data [10–12]. However, because of its
complex structure, DL needs a large volume of data to
generate models with high predictive performance and,
consequently, has high computational cost.

Deep convolutional neural networks (CNN) are a suc-
cessful DL model that provides an extremely powerful tool
for learning visual representations. +e success of Kriz-
hevsky et al. in the ImageNet classification and localization
challenges [13] using solutions based on CNN drew atten-
tion to the applications of CNN. Subsequently, DL-based
methods have been used to significantly improve the state of
the art in image classification [14], object detection [15], and
semantic segmentation [16].

Compared to CNN, recurrent neural network (RNN)
models are “deep in time” and can form implicit compo-
sitional representations in the time domain [17]. A signif-
icant limitation of simple RNNmodels that strictly integrate
state information over time is known as the “vanishing
gradient” effect.+is refers to the tendency to backpropagate
an error signal through a long-range temporal interval,
which becomes increasingly difficult to handle in practice.
Long short-term memory (LSTM) units, first proposed in
[18], are recurrent modules that enable long-range learning.
LSTM units have a hidden state augmented with nonlinear
mechanisms that allow state update, reset, and propagation
without modification using simple learned gating functions.
LSTMs have been recently used widely for sequential la-
belling [19] and provide significant improvement when
ample training data are available. In [17], the authors showed
that CNN with RNN units can be generally applied to visual
time-series modelling.

Machine learning techniques have been successfully used
in several applications in the field of construction engi-
neering, such as automatic crack detection [20, 21], concrete
failure surface modelling [22], compressive strength pre-
diction [23–25], durability assessment [26], concrete dam
reliability analysis [27], and carbonation prediction [28].

Our objective in this study was to design a method for
estimating SCC workability during the mixing process. In
this paper, we propose an end-to-end trainable DL archi-
tecture that combines CNN and LSTM and helps estimate
SCC workability. Instead of using specific feature extractors,
we train a neural network to find the relationships between
image sequences and SCC workability. Data preparation is
performed to make the raw data suitable for training. Using
the trainedmodel, the SCCworkability characteristics can be
predicted automatically. Moreover, the strategy for choosing
a proper time resolution is discussed to optimize the per-
formance of the DL method.

+e remainder of this paper is organized as follows. In
Section 2, we introduce the procedures of data collection,
preprocessing, and expanding. In Section 3, we describe the
proposed DLmodel in detail. Training results and discussion

are presented in Section 4, and conclusions are drawn in
Section 5.

2. Data Preparation

Data preparation involves compiling data in a format that is
suitable for use by DL approaches that estimate the work-
ability characteristics. Owing to the nature of concrete ex-
periments, the amount of raw data available for this task
were limited and techniques were applied to generate
synthetic data. Another issue encountered in this task was
that of overfitting, which is quite typical in the DL field.
Preprocessing methods were used to avoid this situation.
Finally, an operation called data augmentation was con-
sidered to further reduce the overfitting problem, without
adding new information into the model.

2.1. Data Collection. +e proposed model takes image se-
quences of the SCC mixing process as input. +e raw data
comprised videos of the SCC mixing process collected from
various SCC experiments in the laboratory. Figure 1 shows a
typical experimental setup used for recording these videos.
Figure 2 shows the utilized single-shaft mixer.+emixer had
a capacity of 60 L and a fixed rotating speed of 51 rpm. A
portable tripod mounted with a smartphone was placed
beside the mixer. +e tripod place and shooting angle were
different for different experiment batches, so the perspective
distortions of the videos were not the same.

During the mixing process, the smart phone was used to
record a video through the opening hatch at a frame rate of
30 fps. Each video had a fixed resolution of 1,920 pixels ×
1,080 pixels. After mixing and recording, traditional slump
and V-funnel tests were conducted to label the mixing
process videos with SF and VF values.

+e cement used in all the experiments was 42.5R
Portland cement. Polycarboxylate-based superplasticizer
(SP), tap water, and fine and coarse aggregates were used to
batch the SCC specimens. +e SP, used as a water-reducing
agent, had a 20% solid content. +e fine aggregates com-
prised quartz sands with a maximum particle size of 5mm,
and the coarse aggregates included two types of crushed
stones with maximum particle sizes of 10 and 20mm, re-
spectively. +e relative densities of the fine and coarse ag-
gregate were 2.83 and 2.69, respectively.

Each of the concrete mixes used in this study had a fixed
fine aggregate content of 45% by volume and a fixed 20:
10mm coarse aggregate ratio of 1.5 :1 by weight. +e SCC
volume for each experiment was 20 L.+e single-shaft mixer
described previously was used to mix the concrete. All the
dry materials were initially mixed for 30 s. +en, water and
SP were added, and the materials were wet-mixed for 240 s.
+e slump test and V-funnel test were conducted after the
mixture was poured out. In some experiments, the produced
SCC was kept in a container for a period of time, namely,
30min, 60min, and 90min. +e SCC mixture was then
poured into the mixer again for a mixing.+is kind of videos
was gathered as well. After mixing, the slump test and
V-funnel test were conducted again, making sure that the
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mixture appeared in each video had corresponding SF and
VF values precisely.

Data comprising 31 videos of different workability
characteristics were collected; the video indexes, mix
composition, and workability characteristics of SCC are
shown in Table 1. Different water to cement ratio by volume
(VW/VC), SP content of cement by weight (SP%), and hold
time were used to obtain SCC with different workability
characteristics. +e aggregate dosage was kept constant. +e
gravel dosage was 902.22 kg/m3, while the sand dosage was
837.43 kg/m3.

It is noteworthy that the SCC mixtures corresponding
to videos 2, 12, 15, and 20 were blocked during V-funnel
tests because of large viscosities. +e video data contained
both spatial and temporal information, which were learned
by the DL model. +e frames of the videos were extracted as
a number of images right after recording, as shown in
Figure 3. In this study, the combination of SF and VF values
were used as labels for training, which was a vector com-
posed of two elements. When it came to the numerical label,
the blocked condition in V-funnel tests was set to a default
value of 200 s, which was large enough to be distinguished
from other cases.

2.2. Preprocessing. Preprocessing methods were applied to
each frame, serving two purposes. First, it substantially

reduced the resolution of the input image, thereby de-
creasing the computational requirements of the neural
network. Second, it prevented the overfitting problem from
affecting the prediction. +e idea of overfitting is introduced
in the next subsection. +e procedure used for the pre-
processing comprised the following steps: (1) conversion of
RGB images to grayscale, (2) affine transformation, (3)
extraction of the region of interest (ROI), and (4) histogram
equalization. Figure 4 shows the entire preprocessing pro-
cedure. By taking a frame of video 19 as an example, the
procedure is explained in detail next.

Several preprocessing methods can be used to prevent
the overfitting phenomenon.+e overfitting problem occurs
when a model fits the training data too well. In other words,
the model learns the details and noise in the training data to
such an extent that it negatively impacts the performance of
the model on new data. Noise or random fluctuations in the
training data are picked up and learnt as features by the
model. However, as these concepts do not apply to new data,
it negatively affects the model’s ability to provide accurate
predictions.

For example, the SCC paste might leave some marks on
the inner wall of the mixer hatch, which could be recognized
as a feature of SCC by mistake, as shown in Figure 5.
Overfitting is essentially caused by the small size of dataset
and can be overcome by increasing the size of the training
dataset.

Considering the limited size of dataset, using some
preprocessing methods may also provide an alternative. For
example, clipping the wall of mixer from images would
prevent the learning algorithm from recognizing the re-
dundant information in this case. Besides the detail men-
tioned above, colour, illumination, and perspective
distortion also comprise noises that should not be learned by
the model. +erefore, corresponding approaches were ap-
plied to eliminate these as well.

In recognition tasks involving natural images, colour
provides extra information, and transforming images to
grayscale may hurt performance [29]. However, the images
used in this study mainly show the SCC mixing process,

51rpm

Blade

Mixer

Smartphone

Tripod

(a)

Smartphone

Tripod

Blade

Mixer

(b)

Figure 1: Schematic diagram of the apparatus: (a) side view; (b) front view.

Figure 2: +e single-shaft mixer used in the experiments.
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which is an industrial scene. In each image, the colour of
concrete was influenced by the camera’s parameters and
illumination condition. +erefore, colour rarely contributed
valuable information that helped distinguish workability

characteristics. Besides, RGB images comprised three-
dimensional inputs of R, G, and B channels to the model,
which resulted in an increased computational cost for
training. Converting all the images in the sequence to

Table 1: Mix composition and workability characteristics of mixing videos.

Video number VW/VC SP (%) Cement (kg/m3) Water (kg/m3) Hold time (min) SF (mm) VF (s)
1 1.10 0.90 527.74 183.46 0 575 35.8
2 1.10 0.90 527.74 183.46 30 355 Blocked
3 1.10 1.00 527.74 183.04 0 460 45.5
4 1.20 0.80 503.75 191.78 0 480 14.5
5 1.20 0.80 503.75 191.78 30 350 24.1
6 1.20 0.90 503.75 191.37 0 705 43.9
7 1.20 0.90 503.75 191.37 30 565 83.0
8 1.20 0.90 503.75 191.37 60 510 14.7
9 1.20 1.00 503.75 190.97 0 610 9.9
10 1.20 1.00 503.75 190.97 30 585 9.2
11 1.20 1.00 503.75 190.97 60 495 56.8
12 1.20 1.00 503.75 190.97 90 360 Blocked
13 1.30 0.90 481.85 198.60 0 610 18.1
14 1.30 0.90 481.85 198.60 30 485 69.0
15 1.30 0.90 481.85 198.60 60 340 Blocked
16 1.30 1.00 481.85 198.21 0 700 10.2
17 1.30 1.00 481.85 198.21 0 690 9.9
18 1.30 1.00 481.85 198.21 30 690 52.9
19 1.30 1.00 481.85 198.21 60 655 30.8
20 1.30 1.00 481.85 198.21 90 440 Blocked
21 1.11 0.85 525.24 184.50 0 625 26.0
22 1.11 0.90 525.24 184.29 0 675 13.0
23 1.13 0.85 520.31 186.12 0 598 16.4
24 1.13 0.90 520.31 185.91 0 675 13.0
25 1.15 0.85 515.47 187.72 0 600 13.0
26 1.15 0.88 515.47 187.61 0 679 31.0
27 1.15 0.90 515.47 187.51 0 648 13.0
28 1.17 0.85 510.71 189.28 0 680 11.6
29 1.17 0.90 510.71 189.08 0 668 9.8
30 1.18 0.85 508.37 190.05 0 668 64.0
31 1.20 0.90 503.75 191.37 0 710 52.0

Figure 3: +e frames extracted from videos.
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grayscale helped reduce complexity. +e conversion was
performed using equation (1):

grayscale � 0.299 × R + 0.587 × G + 0.114 × B. (1)

+e effect of this preprocessing is shown in Figure 6. +e
conversion was performed without resizing the images.

As shown in Figure 7, the tripod placement and shooting
angle differed for different experiment batches, leading to
differences in the perspective distortions of the videos. +e
distortion fluctuations must not be learned by the model as
features. To avoid this, affine transformation processing was
performed.

+e affine transformation technique is typically used to
correct geometric distortions or deformations that occur
owing to nonideal camera angles. It was appropriate for use
in this case as the transformation preserves collinearity and
ratios of distances. Transforming and fusing the images to a
large, flat coordinate system helped eliminate distortion and
enabled easier interactions and calculations that did not
require accounting for image distortion.

In this study, the transformation target was set to a
rectangle of fixed size 350 pixels × 200 pixels, remov-
ing experimenter and environment. +e coordinates of
the four corners of the mixer hatch were then recognized.

Raw data

Conversion of RGB images to
grayscale

Affine transformation

Extract the ROI

Histogram equalization

Preprocessed data

Figure 4: Flowchart for preprocessing images.

SF = 340mm

Overfitting

Inner wall of hatch

SCC paste marks

(a)

Fail to predict

Overfitting

Inner wall of hatch

(b)

Figure 5: Overfitting example: (a) the mark being learned as the feature of SF � 340mm; (b) resulting inaccuracy in prediction of image of
the same SF value.
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+e transformation matrix was computed based on the
mapping between the original coordinates and target size.
As a result, the grayscale image was finally converted into
a subimage containing the mixer inner wall, rotating
blades, shaft, and moving SCC. After the transformation,
useless visual information was partly eliminated from the
processed images. Figure 8 shows an example of the affine
transformation.

As noted above, the SCC paste might leave some marks
on the inner wall of the mixer hatch, which could be er-
roneously recognized as a feature of the SCC. +e simplest
way to avoid this problem involved extracting the ROI
without mixer wall from the affined images. +is operation
comprised three steps.

First, the three reference points used for extraction were
identified. Assume that point A represents the bottom left
corner of the mixer wall and point B is on the bottom right
corner of the mixer wall. Let point C denote the bottom edge
of the extracted region, which is defined as a point on the top
edge of the rotating shaft.

+e ROI was extracted using equation (2):

X � xA,

Y � yA,

height � xC −xA,

width � yB −yA.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(2)

Finally, the extracted region was resized to 150 pixels ×
50 pixels. Figure 9 shows an example of the extraction.

Histogram equalization is used to flatten the image
histogram. In this process, the image is modelled as a
probability density function, and the processing attempts
to ensure that the probability that a pixel will take on a
particular intensity is the same for all values. +is is

especially used in images that have poor contrast. Images
that look like they are too dark, washed out, or bright are
good candidates for applying histogram equalization. On
plotting the histogram, the spread of pixels is limited to a
very narrow range. Performing histogram equalization
flattens the histogram and provides a better contrast
image. Implementing this stretches the dynamic range of
the histogram.

In this study, illumination is a noise that should not be
learned by the model. +erefore, histogram equalization was
applied to each image to eliminate the illumination differ-
ence. Figure 10 shows two examples of histogram equal-
ization. +e first is related to an image captured in a dark
condition, while the latter shows the one captured in a light
condition.

2.3. Enlarging Data Amount. As mentioned before, the
amount of raw data were limited, and therefore, techniques
to supplement this were applied. Figure 11 shows the
procedure used for enlarging data, which mainly focused on
the image sequences generated from videos.

Each of the 31 videos was first converted into a sequence
of images arranged in time series, which included visual
information about the entire mixing process, as introduced
in Section 2.1. It was observed that the sequence contained
several mixing cycles as the blades kept rotating. Owing to
engineering practice and existing research [30], the SCC
mixture could be regarded as being mixed fully only during
the last 60 s of the 240 s mixing process. +erefore, only the
image sequence corresponding to the last 60 s was used for
training, which was a conservative approach.

To expand the amount of data, two parameters were
utilized; these are shown in Figure 12. +e first parameter
was the segmentation length (L), which was used to divide

Image

Mixer

Smartphone

Tripod

(a)

Image

Tripod’s place changed
Shooting angle changed

(b)

Figure 7: Different tripod placement and shooting angles cause different distortions.

Figure 6: Converting the RGB images to grayscale.
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150
50

A B

C

x

y

Figure 9: Extracting the ROI.

350

200

Figure 8: Affine transformation to the images.

1500

1000

500

0
0 50 100 150 200 250

1500

1000

500

0
0 50 100 150 200 250

Gray level Gray level

Histogram Histogram

Original After histogram equalization

(a)

Figure 10: Continued.
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the image sequences into subsequences. +e second pa-
rameter was the downsampling stride, which was defined as
the temporal resolution (R). R represents the precision of a
measurement with respect to time.

As mentioned before, the used mixer had a fixed rotating
speed of 51 rpm and the video had a fixed frame rate of
30 fps. It was easily determined that each mixing cycle
consisted of 35 images using equation (3). +erefore, L was

set as 35, which ensured that every subsequence exactly
contained images of a whole mixing cycle:

Nframes �
frame rate

rotating speed
�
30 × 60

50
≈ 35. (3)

R was used to downsample the subsequences to reduce
the computation complexity. +e case for R � 5 is first
analysed; later, R � 3, 7, and 9 are discussed.

After enlarging the data, the dataset was rearranged into
several sequences using SF and VF values as corresponding
labels; this is shown in Figure 13. Each sequence consisted of
seven images of the mixing process. An example sequence,
starting with an image with blade phase angle of 0, is shown
in Figure 14. +e phase angle 0 was defined as the phase
angle when blade passed by the lower-left corner of the inner
wall of the mixer hatch. However, the starting image could
be of any angle, which is more practical for training a flexible
model.

2.4. Data Augmentation. After data preprocessing and
expansion, the raw data were transformed into several
image sequences contained 7 processing images of fixed
size 150 pixels × 50 pixels. As a result, the amount of data
grew remarkably, minimizing the overfitting effect. To
further reduce the overfitting problem, the conduction of
data augmentation could be taken, which improved the
performance of training without adding new information
into the model. +e operation of data augmentation were
typically chosen to be label-preserving, such that they can
be trivially used to extend the training set and encourage
the system to become invariant to these transformations

1500

1000

500

0
0 50 100 150 200 250

Original After histogram equalization

Gray level

Histogram
1500

1000

500

0
0 50 100 150 200 250

Gray level

Histogram

(b)

Figure 10: Histogram equalization: (a) dark condition; (b) light condition.

Video

Extracting the image sequence of
the last 60s

Dividing the sequence into
several subsequences

Downsampling the sequences
due to a given time resolution

Figure 11: Flowchart for enlarging the amount of training data.

Video
raw frames

Sample
(frame sequence)

L = 9

R = 3

Downsampling

Figure 12: Definition of segmentation length (L) and temporal
resolution (R).
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[31]. In computer vision, state-of-the-art deep learning
systems relied on label-preserving image transformations
such as scaling, rotation, flipping, and mirroring [32].
However, the augmentation operation did not focus on a
single image but the whole sequence in this study. +e first
image was turned to the end of the sequence in turn, so that
the sequence changed without disrupting the temporal
order. +e operation was based on the fact that the se-
quences comprised a whole cycle, and it did not matter
which image was used for starting the sequence. Figure 15
illustrates the operation, yielding a dataset of seven times
the size of the original dataset.

3. Model

3.1. Architecture. As illustrated in Figure 16, the proposed
neural network comprised convolutional and recurrent parts.
+e convolutional part extracted spatial features by alternating
and stacking convolutional layers and pooling operations.
+e convolutional layers convolved with raw input data
using multiple local kernel filters and generated invariant local
features. In the proposed network, the convolutional layers
both had four filters with 2 × 2 kernel size. +e stride length
of the convolution was set as 1, and there was no padding
around the input or feature map. +e activation function

Image
sequences

SF, VF
SF, VF
SF, VF

SF, VF

Corresponding
labels

Figure 13: +e enlarged dataset.

θ = 0

θ = 2π/7

θ = 4π/7

θ = 6π/7

θ = 8π/7

θ = 10π/7

θ = 12π/7

Figure 14: Rotating blade phase angle and the corresponding images.
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was set as rectified linear units (ReLU). +e subsequent
pooling layers extracted the most significant features with a
fixed-length sliding windows over the data by the max
pooling operation.+e pool size was set to 2 × 2. One flatten
layer was used to transform the high-dimension feature
map to a one-dimensional vector after convolutional and
pooling operations. +e recurrent part was a LSTM used to
learn the sequential feature maps. +e input was the flat-
tened vectors which were generated by the convolutional
part. +e dimension of the LSTM output space was set to
five. A “time-distributed” layer was used to connect the
convolutional and recurrent parts because the recurrent

layer had an additional time dimension, and therefore,
these two parts could not be connected directly. With the
time-distributed layer, convolutional parts would then be
applied to each of the time steps. After multilayer feature
learning, a fully-connected layer converted the features to a
two-dimensional vector for this regression task.

+e network architecture and the selected parameters of
layers were shown in Table 2. +e number of parameters
(Param #) of all the layers was listed in the last column in
Table 2. +e first convolutional layers had 20 trainable
parameters, and the second had 68 trainable parameters.+e
LSTM part had 31,800 trainable parameters.+erefore, there

Data augmentation
operation

The dataset was 7
times the size of
original dataset

1 2 3 4 5 6 7 8

2 3 4 5 6 7 1

3 4 5 6 7 1 2

4 5 6 7 1 2 3

5 6 7 1 2 3 4

6 7 1 2 3 4 5

7 1 2 3 4 5 6

Figure 15: Data augmentation operation.

Input sequences

(7 × 150 × 50 × 1)

Time
distributed

(150 × 50 × 1)

49

149

4

Conv1

(2 × 2 × 4)

Max
pooling
(2 × 2)

23

73

4

23

73

4

Conv2

(2 × 2 × 4)

Max
pooling
(2 × 2)

36
4

11

Flattened

15
84

LSTM

LSTM

LSTM

LSTM

Output

2

CNN part is used to extract spatial features

RNN part is used to
extract temporal

features

(2 × 1)

Figure 16: Architecture of the proposed model.
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were 31,900 trainable parameters altogether in the model for
further training.

+e model was implemented in Python using the Keras
package.+e CPU used was Intel® Core (TM) i7-4790, RAM
was 12.0 GB, and GPU was NVIDIA GeForce GT 730.

3.2. Training. A number of empirical hyperparameters were
applied in the training. Cross entropy was employed as the
cost function to measure the similarity between the pre-
dicted values and target values [33, 34]. Moreover, dropout
was used to prevent overfitting of the model. +e 31,900
trainable parameters of the model were used in learning for
10 epochs. +e sequence samples from 26 out of 31 videos
were used as the training set and validation set, while 5
randomly chosen videos were used for testing the perfor-
mance of the model, as shown in Figure 17. +e number of
videos that were chosen was 1, 2, 4, 25, and 27, and the
sequences generated from these videos were completely
excluded from use in training. +is was enforced to ensure
that the testing results were not biased and to definitively
determine if the model was effective.

3.3. Learning and Validation Results. +e learning and
evaluation results are shown in Figure 18. +e training
accuracy reached 0.9967 at 10 epochs, while the validation
accuracy reached 1.0000. It can be further observed from the
plot that the accuracy increases in the training and validation
sets were in steps. +is demonstrated that the training did
not encounter the overfitting problem owing to training
practice.

4. Results and Discussion

4.1. Testing Results. After the training phase, the model
was applied to the test sequences for further validation.
+e predictions of the sequences were computed together to
obtain average SF and VF values corresponding to a specific
video. Table 3 shows the predicted SF values and relative
error (RE) along with the ground truth (GT). From this, it
can be concluded that the trained model estimated the SF
value effectively.

Table 4 shows the predicted VF values, RE, and GT. RE
of predicted VF values were relatively larger compared
with that of SF values. +e reason was that the GT of VF
values were numerically smaller. However, the prediction
was also acceptable to some extent. +e threshold of VF
was 25 s. A SCC mixture with the VF value smaller than

25 s would be seemed as qualified. So videos 4, 25, and 27
would be distinguished as qualified based on the DL model
prediction, which was in accordance with the fact. Video 2
would be distinguished as blocked in the V-funnel test
because the estimation of the VF value was close to 200 s.
200 s was a default value to represent the blocked con-
dition, so the assessment of video 2 was also in accordance
with the fact. However, the assessment of video 1 was
mistaken. To sum up, the accuracy of VF assessment
was 80%.

4.2. Discussion about Time Resolution. +e time resolution
(R) was first set to 5 in this study; cases of R � 3, 7, and 9 are
discussed in this section. As per the definition of time
resolution, the effect of this parameter is reflected in the
degree of downsampling. In theory, the larger the R, the
greater the loss of temporal information.

+e R value is also related to the length of the image
sequences in the dataset, as shown in Table 5. +e number of
parameters will not change with R because it is determined
by the model architecture. However, with the increase in the
R value, the amount of input data fed to the model would
decrease. +us, the larger the R, the lesser the computa-
tion complexity that must be overcome by the proposed
model. Datasets corresponding to different R were gener-
ated for further training. After training, the training time
consumptions were recorded as an index to assess the
performance of different R values, as shown in Figure 19.

+e learning results obtained for different R are
shown in Figure 20. +e training accuracy was more than
0.9940 at 10 epochs for all cases. It could be observed
from the plot that the training converged most quickly
when R � 3 and 5. However, the speed of convergence did
not seem to be of importance when compared to other
conditions.

Finally, the estimation accuracies of the same testing set
were computed, as shown in Figures 21 and 22 and Tables 6
and 7. +e coefficient of determination (R2) were also
marked in Figures 21 and 22. It was observed that the es-
timation results of R � 5 and 9 were relatively more accurate.
By considering all parameters such as computation com-
plexity, converging speed, and accuracy, the choice of R � 5
was shown to be the most appropriate.

+us, a framework can be constructed to determine the
parameters of downsampling to serve as a strategy for en-
larging original data. Figure 23 summarizes this stepwise
process. First, the segmentation length is determined based

Table 2: Trainable parameters of the model.

Layer Kernel Output shape Function Param #
Data — 7 × 50 × 150 — 0
Time distribute (conv 1) 4 × 2 × 2 7 × 49 × 149 × 4 ReLU 20
Time distribute (pool 1) 2 × 2 7 × 23 × 73 × 4 — 0
Time distribute (conv 2) 4 × 2 × 2 7 × 23 × 73 × 4 ReLU 68
Time distribute (pool 2) 2 × 2 7 × 11 × 36 × 4 — 0
Time distribute (flatten 3) — 7 × 1584 ReLU 0
LSTM 4 — 5 — 31800
fc 5 — 2 — 12
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on the mixer cycle length. Next, an option list of time
resolutions is created. By comparing the training time
consumption, converging speed, and accuracy, a choice of
time resolution is made, with a series of the training process

on the preliminary dataset. Preliminary dataset is a repre-
sentation of raw data, of which there is a limited amount
available. Finally, the parameter pair of segmentation length
and time resolution is given, which will be further used to
train the whole data.

5. Conclusions

In this paper, a method was proposed for estimating SCC
workability during the mixing process. A combined model
based on CNN and LSTM was utilized to predict the SF and
VF values of SCC. +e SCC mixing videos were converted
into a dataset of image sequences to fit the training needs of
the proposed model. +e trained DL model achieved good
performance and could be taken into consideration for use
in automated mixing plants. A framework to determine the
data preparation strategy was introduced as well. +e
strategy mainly focused on the determination of the time
resolution of the raw data.+e proposedmethod provides an
effective basis that will help develop a smart batching plant in
the future.

+e data collection approach used was easy to implement
as there were no strict requirements that the tripod place-
ment and shooting angle of the smart phone be maintained
constant. +is enabled collection of data from different
experiment batches as long as the mixer volume was the
same. +e significance of the ease of setting up the exper-
iment would be evident when collecting a high volume of
data. Furthermore, the data feed in the proposed model
comprised image sequences arranged in time series, which
ensured that the potential data in the temporal information
were used.
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Figure 18: Training and validation results.

Table 3: Prediction results of SF values.

Video number GT SF (mm) Prediction (mm) RE (%)
1 575 587 2.1
2 355 386 8.7
4 480 487 1.7
25 600 677 12.9
27 648 676 4.4

Table 4: Prediction results of VF values.

Video number GT VF (s) Prediction (s) RE (%)
1 35.8 18.2 49.6
2 200.0 176.6 11.7
4 14.5 21.5 43.5
25 13.0 8.3 35.9
27 13.0 14.1 8.1

Table 5: Time resolutions (R) and lengths of corresponding
downsampling sequences.

R Lengths of sequences
3 11
5 7
7 5
9 3

Prepared data

Training and validation sets Testing set

Figure 17: Samples of 5 randomly chosen videos were used for testing, while others served as the training and validation sets.
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Figure 19: Training time consumptions of different R.
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Figure 21: Prediction results of SF values with different R: (a) R � 3; (b) R � 5; (c) R � 7; (d) R � 9.
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In future work, we propose taking into account more
practical condition for training. +e training and testing
images used in this study included preprocessed image

sequences; however, the architecture of the model may also
be suitable for other types of data, such as videos captured
from a 30 L single-shaft mixer or a twin-shaft mixer. In
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Figure 22: Prediction results of VF values with different R: (a) R � 3; (b) R � 5; (c) R � 7; (d) R � 9.

Table 6: Prediction results of SF values with different R.

Video number GT (mm)
R � 3 R � 5 R � 7 R � 9

Prediction (mm) RE (%) Prediction (mm) RE (%) Prediction (mm) RE (%) Prediction (mm) RE (%)
1 575 509 11.5 643 11.8 531 7.7 515 10.4
2 355 340 3.7 314 11.3 305 14.0 364 2.5
4 480 277 42.3 504 5.0 535 11.3 534 11.3
25 600 599 0.1 573 4.5 585 2.5 596 0.6
27 648 637 1.7 589 10.0 593 8.5 589 10.0
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future research, we plan on collecting a series of video data to
explore the possibility of making the proposed model more
flexible.
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