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)is study introduces the improvement of mathematical and predictive models of surface roughness parameter (Ra) in milling
AA6061 alloy using carbide cutting tools coated with CVD-TiCN in dry condition. An experimental model has been improved for
estimating the surface roughness using artificial neural networks (ANN) and response surface methodology (RSM). For these
models, cutting speed, depth of cut, and feed rate were evaluated as input parameters for experimental design. For the ANN
modelling, the standard backpropagation algorithm was established to be the optimum selection for training the model. In the
forming of the network construction, five different learning algorithms were used: the conjugate gradient backpropagation,
Levenberg–Marquardt, scaled conjugate gradient, quasi-Newton backpropagation, and resilient backpropagation. )e best
consequent with single hidden layers for the surface roughness was obtained by 3-8-1 network structures. )e statistical analysis
was performed with RSM-based second-order mathematics model. )e influences of the cutting parameters on surface roughness
were defined by using analysis of variance (ANOVA). )e ANOVA results show that the depth of cut is the most effective
parameter on surface roughness. Prediction models developed using ANN and RSM were compared in terms of prediction
accuracy R2, MEP, and RMSE. )e data estimated from ANN and RSM were realized to be very close to the data acquired from
experimental studies. )e value R2 of RSM model was higher than the values of the ANNmodel which demonstrated the stability
and sturdiness of the RSM method.

1. Introduction

)e most important factors in the machining of workpieces
are the cutting speed, feed rate, depth of cut, and choice of
the appropriate cutting tool. When workpieces are processed
at low cutting speeds, the processing time is increased and
the time loss is greater. When machining at high cutting
speeds, the cutting tool wears quickly and finishes the tool
life faster. For these reasons, parameters such as cutting tool
type, cutting speed, feed rate, and depth of cut affect surface
roughness [1, 2].

In the milling process, the surface roughness is one of the
important properties indicating workpiece quality. Models
used in the prediction of surface roughness include the
multiple regression technique, fuzzy set-based technique,

and artificial neural networks (ANNs) [3–7]. )e prediction
of surface roughness (Ra) values in Al alloy 7075-T7351 in
the face milling machining process for different ANNs was
developed by Munoz-Escalona and Maropoulo [8].

Sanjeevi et al. [9] recommended the methodology of the
identified surface roughness accuracy rate in Al6061 milling
with ANN. An ANN model for estimating the surface
roughness performance in the machining process by con-
sidering the ANN as the requisite technique for measuring
surface roughness was presented by Zain et al. [10]. A novel
method to define the optimum cutting parameters to obtain
minimum surface roughness in the face milling of X20Cr13
stainless steel by coupling ANNs, and the harmony search
algorithm was presented by Razfar et al. [11]. )e harmony
search algorithm was used to find optimum cutting
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parameters leading to minimum surface roughness. In an-
other work, Saric et al. investigated and compared the in-
fluence of different algorithms of neural network
architectures, on the error of the roughness prediction
model for a steel surface machined by face milling [12].
Karabulut [13], in the milling of AA7039 and Al2O3 rein-
forced composites, analyzed the effect of parameters on
surface roughness and cutting force under finish machining
conditions with the depth of cut limited to under 1.5mm. He
developed analytical models for the estimation of surface
roughness and cutting force using regression analysis and
ANNs. )e development of a multilayer perceptron and
radial basis function neural network model for estimating
surface roughness in the machining of 2024-T351 alumin-
ium alloy was described by Fang et al. )e results showed
that, compared with the radial basis function model, the
multilayer perceptron model offered a significantly higher
accuracy of estimation for machined surface roughness,
especially for maximum roughness height [14]. In another
work, Markopoulos et al. [15] tested the estimation of
surface roughness in end-milling using various training
algorithms for backpropagation and radial basis function
networks. A general dynamic surface roughness monitoring
system for milling operations using an ANN was developed
by Khorasani and Yazdi [16]. Jeyakumar et al. [17] used RSM
to determine the performance of milling process of AA6061.
)ey tested the adequacy of the model improved by using
experimental values. Kilickap et al. [18] investigated the
relationship between cutting parameters such as cutting
speeds, feed rate, and depth of cut using optimization
techniques such as RSM and ANN. Sahare et al. [19] op-
timized the end milling process for Al2024-T4 workpiece
material by using the ANN combined with Taguchi method.
Yeganefar et al. [20] predicted and optimized the surface
roughness and cutting forces in milling of Al7075-T6 by
using regression analysis, support vector regression, artificial
neural network, and multiobjective genetic algorithm.

In this study, it is aimed to estimate the surface
roughness of AA6061 aluminum alloy by using artificial
neural network and multiple regression method. In the
neural network, different learning algorithms are used with
the multilayer perception (MLP) architecture. Analysis of
variance (ANOVA) was used in the multiple regression
model. By comparing the performances of the predicted
models with statistical methods, it has been proven that they
can be used effectively to estimate the surface roughness in
the milling process.

2. Materials and Methods

)is study aimed to define the optimal machining conditions
by estimating the effect of the cutting parameters on the
surface roughness in themilling of AA6061 aluminium alloy.
)e aluminium alloy used in the tests was manufactured in
workpiece dimensions of 20× 50× 300mm, and its chemical
composition is shown in Table 1.

)e Delta Seiki CNC 1050 A milling machine with a
11KWdrive motor was used in the experiments.)e carbide
cutting tools coated with CVD-TiCN were obtained from

Korloy. )e Mahr Marsurf PS 10 surface roughness tester
was used for measuring the surface roughness of the ma-
chined surfaces. )e surface roughness (Ra) value was de-
termined as the average of three measurements taken from
the machined surfaces. )e three input and output pa-
rameters used in determining the surface roughness of the
aluminium machining included the cutting speed (Vc) (m/
min), feed rate (f) (mm/rev), and depth of cut (ap) (mm). In
order to maintain constant cutting conditions, each ex-
periment was run with new tools. )e milling tests were
carried out without a coolant, and a total of 27 experiments
were performed. Table 2 shows the experimental data for the
AA6061 aluminium alloy.

)e studied outputs are chosen in order to analyze and
study the effect of the distinct cutting parameters on ma-
chinability and for estimation using the artificial neural
network (ANN) and response surface methodology (RSM).
)e ANN and RSM approaches are compared in terms of the
estimated data and correlation coefficient (R2), mean error
percentage (MEP), and root mean square error (RMSE)
values. Equations (1)–(3) give the formulae for R2, MEP, and
RMSE [21]:
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where p is the number of samples, t is the goal value, and o is
the output value.

3. Modelling Methods

3.1. Artificial Neural Networks. )e ANN imitates some
basic aspects of the brain functions [21]. A neuron is the
fundamental element of the neural networks, which are
composed of neurons, weights, inputs, activation function,
summation function, and output. )e net input of the
neuron is calculated by the summation function as follows:

NETi � 􏽘

n

j�1
wijxj + wbi, (4)

where wbi is the weight of the biases between the layers, xj is
the output of the jth processing element, wij is the weight of
the connections between the ith and jth processing elements,
n is the number of processing elements in the previous layer,
i and j are the processing elements, and NETi is the weighted
sum of the input to the ith processing element.)e output of
the neuron is defined by the activation function.)e sigmoid
function is usually used for the transfer function and gen-
erates a value between 0 and 1 for each value of the net input
[22, 23]. )e logistic transfer function of the ANN model
improved in this study is given as follows:
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)e optimum learning algorithm and network structure
must be defined to acquire the output values closest to the
experimental values. For this aim, the number of neurons in
the hidden layer was boosted step by step (i.e., from five to
fifteen), and quasi-Newton backpropagation (BFGS), con-
jugate gradient backpropagation (CGP), Lev-
enberg–Marquardt (LM), resilient backpropagation (RP),
and scaled conjugate gradient (SCG) learning algorithms
were used to describe the optimum network structure and
learning algorithm [23].

)ere were three input parameters in the network:
cutting speed (Vc), depth of cut (ap), and feed rate (f ). )e
surface roughness was the one output parameter in the
network. )e network structure is shown in Figure 1. As an
outcome of the tests, the experimental data acquired (27 for
each input and output) were arranged for the training and
testing sets of the ANN. )e ratio for training and testing
data was selected as approximately 80 : 20, i.e., sets of 22 and
5, arbitrarily selected from the experimental data as the
training and testing data, respectively. )e output and input
values were normalized between 0 and 1 to obtain better

estimations. )e surface roughness values predicted, after
ANN training were checked against the experimental data.

3.2. Response Surface Methodology. RSM is a series of ex-
periments procedure for optimizing the output value is a
function of several independent variables. )e main ap-
proach is to move in the direction of maximum increase or
decrease to reach the local minimum or maximum value
(optimum point) [24]. In this study, the RSM-based second-
order mathematical model is provided as follows:
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where β is the regression coefficient and X is the input
parameter [25]. From (7), the relationship is identified
between the studied output and the milling parameters as
follows:

y � β0 + β1.Vc + β2.f + β3.ap + β4.Vc.f + β5.Vc.ap

+ β6.f.ap + β7.Vc
2

+ β8.f
2

+ β9.ap
2
,

(7)

Table 1: Chemical composition of workpiece.

Component Al Cr Cu Fe Mg Mn Si Ti Zn
Wt % 95.8–98.6 0.04–0.35 0.15–0.4 Max 0.7 0.8–1.2 Max 0.15 0.4–0.8 Max 0.15 Max 0.25

Table 2: Experimental data for AA6061 aluminium alloy.

Test no. Vc (m/min) f (mm/rev) ap (mm) Ra (µm)
1 100 0.1 1 0.49
2 100 0.1 1.5 0.591
3 100 0.1 2 0.62
4 100 0.15 1 0.527
5 100 0.15 1.5 0.552
6 100 0.15 2 0.618
7 100 0.2 1 0.553
8 100 0.2 1.5 0.58
9 100 0.2 2 0.606
10 150 0,1 1 0.422
11 150 0,1 1,5 0.56
12 150 0,1 2 0.602
13 150 0,15 1 0.514
14 150 0.15 1.5 0.542
15 150 0.15 2 0.566
16 150 0.2 1 0.547
17 150 0.2 1.5 0.568
18 150 0.2 2 0.592
19 200 0.1 1 0.391
20 200 0.1 1.5 0.428
21 200 0.1 2 0.48
22 200 0.15 1 0.439
23 200 0.15 1.5 0.533
24 200 0.15 2 0.541
25 200 0.2 1 0.539
26 200 0.2 1.5 0.554
27 200 0.2 2 0.589
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)e analysis of variance (ANOVA) is an analysis that is
especially used in multiparameter and multilevel models and
provides a total interpretation of the test results. )e sig-
nificance level (significance level) obtained from the analysis
of variance determines the probability of the accuracy of the
decision given as a result of the tests. )is possibility, usually
denoted by α, is usually determined prior to receipt of
samples. )us, it is ensured that the results obtained are not
affected by the selection. In practice, significance levels of
0.05 and 0.01 are used [26].

4. Results and Discussion

4.1. Results of ANN. In this study, a computer program was
developed in a MATLAB platform to estimate the surface
roughness. )e cutting speed, depth of cut, and feed rate
were used in the input layer, while the surface roughness was
used in the output layer of the ANN.)e single hidden layer
with eight neurons was used for the purpose of obtain ac-
curate results. )e trials conducted in this study indicated
that the CGP learning algorithm is the best learning algo-
rithm for the surface roughness. )e determination of the
best learning algorithm and optimum number of neurons
for the surface roughness are given in Table 3.

)e matching of the experimental and ANN values for
the training and the testing sets of the surface roughness are
shown in Figures 2 and 3, respectively. )e most dramatic
point here is that the prediction values are similar to the
experimental values, and the estimative ability reached by
the network for surface roughness was deemed to be fa-
vorable. Accordingly, the selection of the three input pa-
rameters as affecting factors for prediction of surface
roughness was shown to be acceptable.

)e estimation performance of both the surface
roughness testing and training sets demonstrated that the
accuracy of the CGP learning algorithm was satisfactory
(±5%).With the ANNmodel developed for the estimation of
the surface roughness, the MEP values for surface roughness
were found to be 11.4152% and 14.4418% for the testing and
training data, respectively. )e RMSE values were calculated
as 0.1181 and 0.0774 for the testing and training data, re-
spectively. )e R2 values were calculated as 95.6% and 98.6%
for the testing and training data, respectively. )e surface
roughness can be completely calculated by the following
formula:

Ra �
1

1 + e
− (1.0193xF1− 0.8875xF2− 1.5325xF3+0.5470xF4+0.7890xF5− 1.2810xF6+1.4103xF7+0.2420F8+0.1312)

􏼠 􏼡, (8)

where Fi (i� 1, 2,. . .,5) can be calculated according to the
following:

Fi �
1

1 + e
− Ei

􏼠 􏼡. (9)

Ei is calculated via the equation in Table 4. )e weight
values for the hidden and input layers are also given in
Table 4.

4.2. Results of RSM. )e analysis of variance works with on
parameters, namely, F statistics, the sum of squares (SS), and
P value.)e F statistics, which is derived by dividing the term
mean square (MS) of a factor with MS of error, explains the
relative importance of the factors.)e SS defines the deviation
from the mean, which is derived from that factor. )e P value
shows the statistical significance to a confidence interval of
95% (significance level α� 0.05). If the P value is lower than α,
then that factor is significant [25]. )e ANOVA analysis was
operated with Minitab 18. From Table 5, the ANOVA results
show that the depth of cut (ap) is the most effective parameter

on surface roughness with a contribution of 35.48%. )e
cutting speed impacts the surface roughness with a contri-
bution of 23.38%, after by the feed rate (f) with a contribution
of 16.74%. )e results are similar to the results of the studies
conducted by the researchers [25, 27].

)e quadratic models of surface roughness have been
improved by using the response surface methodology. )e
regression model is shown as follows with R2 of 99.9%:

y � 0.318 − 0.00097xVc − 0.19xf + 0.350xap

− 0.000004xVc
2

+ 1.07xf
2

+ 0.04xap
2

+ 0.0115xVcxf − 0.00011xVcxap − 0.837xfxap .

(10)

Figure 4 shows the differences between the measured
and estimated parameter of Ra. Figures 5–7 show the 3D
surface plot of the surface roughness according to cutting
speed and feed rate (ap� 1.5mm), cutting speed and depth
of cut (f� 0.15mm/rev), and feed rate and depth of cut
(Vc� 150m/min). Figure 5 indicates that Ra increases when

Cutting speed

Depth of cut

Feed rate

W1j

W2j

W3j

NETi =
n

j = 1

wijxj + wbi f (NETi) = 1/1 + e–NETi Surface roughness

Figure 1: Network structure for the surface roughness.
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Table 3: Statistical data of the surface roughness for five learning algorithms.

Learning algorithm Number of neurons
Training data Testing data

MEP RMSE R2 MEP RMSE R2

BFGS 3-5-1 39.9963 0.1723 0.9063 20.3945 0.1601 0.9126
BFGS 3-6-1 23.7686 0.1082 0.9718 18.5676 0.1269 0.9549
BFGS 3-7-1 36.6470 0.1660 0.9150 17.7115 0.1613 0.9112
BFGS 3-8-1 56.2828 0.2222 0.8597 18.6268 0.1687 0.9091
BFGS 3-9-1 96.3075 0.3952 0.4957 14.5044 0.2214 0.8216
BFGS 3-10-1 45.7621 0.2016 0.8702 19.5055 0.1570 0.9192
BFGS 3-11-1 51.6061 0.1912 0.9214 18.4157 0.1140 0.9675
BFGS 3-12-1 37.3415 0.1381 0.9580 17.5858 0.1398 0.9484
BFGS 3-13-1 52.6299 0.2257 0.8320 16.2210 0.1623 0.9106
BFGS 3-14-1 39.8147 0.1767 0.9225 13.8113 0.0949 0.9769
BFGS 3-15-1 70.1297 0.2878 0.7236 18.5301 0.1582 0.9269
CGP 3-5-1 15.8842 0.1224 0.9626 26.1493 0.1704 0.9185
CGP 3-6-1 45.1115 0.1870 0.9055 20.8723 0.1533 0.9301
CGP 3-7-1 43.4061 0.1920 0.8831 17.1494 0.1627 0.9062
CGP 3-8-1 14.4418 0.0774 0.9865 11.4152 0.1181 0.9561
CGP 3-9-1 43.0063 0.1869 0.8865 18.7517 0.1680 0.9006
CGP 3-10-1 25.4985 0.1421 0.9392 18.7540 0.1430 0.9295
CGP 3-11-1 44.2420 0.1743 0.9214 13.0006 0.1105 0.9648
CGP 3-12-1 17.2771 0.0891 0.9798 27.0952 0.1632 0.9258
CGP 3-13-1 52.0152 0.2299 0.8366 19.9879 0.1686 0.9101
CGP 3-14-1 40.0879 0.1699 0.9141 15.0850 0.1258 0.9477
CGP 3-15-1 55.6072 0.2560 0.9141 13.8909 0.1257 0.9510
LM 3-5-1 25.7917 0.1574 0.9116 20.3034 0.1771 0.8743
LM 3-6-1 42.0235 0.1680 0.9248 18.9305 0.1441 0.9376
LM 3-7-1 47.3599 0.1850 0.9405 19.7645 0.1340 0.9559
LM 3-8-1 44.2204 0.1779 0.9036 16.7346 0.1651 0.9004
LM 3-9-1 40.1816 0.1958 0.8686 19.1302 0.2110 0.8236
LM 3-10-1 44.7952 0.1808 0.9058 18.5216 0.1408 0.9396
LM 3-11-1 36.9839 0.1641 0.9358 17.5039 0.1327 0.9504
LM 3-12-1 36.5893 0.1719 0.9201 16.3433 0.1510 0.9253
LM 3-13-1 15.5680 0.1282 0.9548 19.1682 0.1374 0.9349
LM 3-14-1 24.8890 0.1262 0.9553 14.4378 0.1511 0.9153
LM 3-15-1 39.9324 0.1927 0.8815 13.8734 0.1569 0.9140
RP 3-5-1 47.2390 0.1920 0.8928 20.2159 0.1555 0.9248
RP 3-6-1 22.0402 0.1345 0.9656 16.4952 0.1474 0.9459
RP 3-7-1 24.5939 0.1311 0.9481 19.1965 0.1719 0.8795
RP 3-8-1 18.1270 0.0872 0.9793 12.6631 0.1096 0.9606
RP 3-9-1 34.5495 0.1694 0.8997 19.2169 0.1801 0.8706
RP 3-10-1 28.3791 0.1257 0.9559 17.5293 0.1454 0.9268
RP 3-11-1 46.4756 0.1807 0.9132 18.1761 0.1075 0.9695
RP 3-12-1 44.2982 0.1787 0.8965 19.4537 0.1660 0.9042
RP 3-13-1 36.9307 0.1538 0.9300 16.7184 0.1242 0.9507
RP 3-14-1 36.4954 0.1594 0.9404 17.3533 0.1189 0.9628
RP 3-15-1 34.3147 0.1602 0.9175 19.9560 0.1697 0.8996
SCG 3-5-1 42.4115 0.1794 0.9010 19.9265 0.1498 0.9323
SCG 3-6-1 25.5442 0.1352 0.9449 17.6713 0.1528 0.9233
SCG 3-7-1 53.5186 0.2251 0.8338 19.1087 0.1567 0.9175
SCG 3-8-1 25.1891 0.1554 0.9233 18.2081 0.2035 0.8313
SCG 3-9-1 28.9926 0.1377 0.9424 19.0380 0.1651 0.9062
SCG 3-10-1 50.1422 0.1881 0.9077 15.7635 0.1403 0.9375
SCG 3-11-1 16.8713 0.1044 0.9724 19.5369 0.1363 0.9319
SCG 3-12-1 45.8239 0.1691 0.9324 17.4317 0.1059 0.9710
SCG 3-13-1 30.9181 0.1261 0.9588 17.8864 0.1417 0.9380
SCG 3-14-1 32.7777 0.1626 0.9221 15.7285 0.1464 0.9301
SCG 3-15-1 51.0586 0.2004 0.8974 11.2896 0.1076 0.9654
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ap is constant and f is increases. Figure 6 shows that Ra is
increased when f is constant and ap increases. Similarly,
Figure 7 shows that Ra is increased when Vc is constant and
ap increases.

4.3. Comparison of ANNandRSMModel. Prediction models
developed using ANN and RSM were compared in terms of
prediction accuracy R2, MEP, and RMSE. )e experimental
data acquired (27 for each input and output) were estimated
for the training model of the ANN. As an outcome of the

ANN estimates, R2, MEP, and RMSE were calculated as
92.7%, 28.11, and 0.185, respectively. Table 6 presents a
comparison of the estimated values of ANN and RSM ap-
proaches R2, MEP, and RMSE. )e RSM model’s R2, MEP,
and RMSE values were higher than the values of the ANN
model which demonstrated the stability and sturdiness of
the RSM method. )e results are similar to the results of the
studies conducted by the researchers [18, 28]. In order to
show the comparison of the values of ANN and RSM
models, experimental and estimated data of surface
roughness are presented in Figure 8.

Table 4: Weight values between the hidden and input layers for surface roughness.

Ei � w1x(Vc) + w2x(ap) + w3x(f) + θi

i w1 w2 w3 θi
1 2.1675 4.5408 2.4786 − 5.5805
2 3.5633 − 3.9271 1.8727 − 3.9955
3 3.6445 − 3.0630 − 2.8993 − 2.4801
4 − 4.8661 0.6005 2.6738 0.7901
5 − 1.0260 4.1485 3.6204 − 0.6609
6 4.1470 − 1.6458 − 3.4706 2.2444
7 − 3.2287 − 1.1686 4.4931 − 3.9298
8 1.3409 5.2014 − 1.0947 5.6469

Table 5: ANOVA analysis for surface roughness.

Source DF Seq SS Cont (%) Adj MS F value P value
Model 9 0.090865 92.50 0.010096 23.30 0.0001
Linear 3 0.074258 75.60 0.024753 57.13 0.0001
Vc 1 0.022969 23.38 0.022969 53.02 0.0001
F 1 0.016441 16.74 0.016441 37.95 0.0001
Ap 1 0.034848 35.48 0.034848 80.43 0.0001
Square 3 0.001347 1.37 0.000449 1.04 0.4016
Vc×Vc 1 0.000704 0.72 0.000704 1.63 0.2195
F× f 1 0.000043 0.04 0.000043 0.10 0.7575
ap× ap 1 0.000600 0.61 0.000600 1.38 0.2555
Two-way interaction 3 0.015260 15.53 0.005087 11.74 0.0002
Vc× f 1 0.009919 10.10 0.009919 22.89 0.0002
Vc× ap 1 0.000091 0.09 0.000091 0.21 0.6530
f× ap 1 0.005250 5.34 0.005250 12.12 0.0029

Error 17 0.007365 7.50 0.000433
Total 26 0.098230 100.00
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Figure 2: Matching of experimental and ANN values for surface roughness training sets.

6 Advances in Materials Science and Engineering



0.4

0.5

0.6

0.7

0.8

1 2 3 4 5
Run order

Su
rfa

ce
 ro

ug
hn

es
s, 

Ra
Experimental
Training ANN

Figure 3: Matching of experimental and ANN values for surface roughness testing sets.

0.35
0.4

0.45
0.5

0.55
0.6

0.65
0.7

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27
Run order

Su
rfa

ce
 ro

ug
hn

es
s, 

Ra

Ra measured
Ra predicted

Figure 4: Matching of experimental and RSM values for surface roughness.

0.60

0.55

0.50

0.45

Ra

100
150

200Vc

0.20

0.15

0.10

f

Figure 5: Predicted RSM values for surface roughness on Vc and f.

Advances in Materials Science and Engineering 7



0.60

0.55

0.50

0.45

Ra

100
150

200Vc

2.0

1.5

1.0

ap

Figure 6: Predicted RSM values for surface roughness on Vc and ap.
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Figure 7: Predicted RSM values for surface roughness on f and ap.

Table 6: Comparison of ANN and RSM model.

ANN RSM
R2 MEP RMSE R2 MEP RMSE

Ra 92.7 28.11 0.185 99.9 2.17 0.016
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Figure 8: Experimental data versus the predicted ANN and RSM data for surface roughness.
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5. Conclusions

)is study compares the performance of both the artificial
neural network and response surface methodology for
surface roughness. )e status of the milling of AA6061 al-
uminium alloy was studied. )e cutting speed, feed rate, and
depth of cut were examined as the effective factors in this
investigation. As a result of the study, the following notes can
be deduced.

(i) An ANN model was used to determine optimum
machining conditions by estimating the influence of the
cutting parameters on the surface roughness inmilling .
For training, the ANN developed for determining the
surface roughness was used by the backpropagation
algorithm. For the training period, several algorithms
including BFGS, CGP, LM, RP, and SCG were used.
As an outcome of the training trials for estimation of
the surface roughness, the best result was acquired
with the CGP learning algorithm and network ar-
chitecture having eight hidden neurons.

(ii) )e experimental data acquired (27 for each input
and output) were estimated for the training model
of the ANN. As an outcome of the ANN estimates,
R2, MEP, and RMSEwere calculated as 92.7%, 28.11,
and 0.185, respectively. According to RSM model-
ling results, R2, MEP, and RMSE were calculated as
99.9%, 2.17, and 0.016, respectively.

(iii) )e R2 value of the RSM model was higher than the
values of the ANN model which demonstrated the
stability and sturdiness of the RSM method.

(iv) )e ANOVA results indicate that the depth of cut is
the most effective parameter on surface roughness
with a contribution of 35.48%. )e cutting speed
impacts the surface roughness with a contribution
of 23.38%, after by the feed rate with a contribution
of 16.74%.

(v) )e optimal results of minimal surface roughness
(0.391μm) are as follows: cutting speed of 200m/min,
feed rate of 0.1mm/rev, and depth of cut of 1.0mm.
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