Development of a Bounded Two-Stage Data Envelopment Analysis Model in the Intuitionistic Fuzzy Environment

Shabnam Mohammadi Ardakani, Hamid Babaei Meybodi, and Hossein Sayyadi Tooranloo

Department of Management, Meybod University, Meybod, Iran

Correspondence should be addressed to Hamid Babaei Meybodi; babaei@meybod.ac.ir

Received 16 February 2022; Revised 29 March 2022; Accepted 4 April 2022; Published 17 May 2022

Academic Editor: Mohammad Hashemi-Tabatabaei

Copyright © 2022 Shabnam Mohammadi Ardakani et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Data Envelopment Analysis is a powerful tool for evaluating the efficiency of decision-making units for the purpose of ranking, comparing, and differentiating efficient and inefficient units. Classical Data Envelopment Analysis methods operate by measuring the efficiency of each DMU compared to similar units without considering their internal workings and structures, which make them unsuitable for cases where DMUs are multistaged processes with intermediate products or when inputs and outputs are ambiguous or nonconfigurable. In problems that involve uncertainty, intuitionistic fuzzy sets can offer a better representation and interpretation of information than classic sets. In this paper, the noncooperative network data envelopment analysis model of Liang et al. (2008), which is based on Stackelberg game theory and efficiency decomposition, is expanded using the concepts of best and worst relative returns Data Envelopment Analysis model of Azizi et al. (2013) into an interval efficiency estimation model with $\alpha$-$\beta$ cuts for two-stage DMUs with trapezoidal intuitionistic fuzzy data. Furthermore, the method of Yue (2011) is used to rank these DMUs in terms of their intuitionistic fuzzy interval efficiency. A numerical example is also provided to illustrate the application of the proposed bounded two-stage intuitionistic Data Envelopment Analysis model.

1. Introduction

With significant developments in management science over the past decades, performance evaluation has become an essential part of this science. One of the prominent tools in the field of performance measurement and evaluation is Data Envelopment Analysis (DEA) [1]. First introduced by Charnes et al. [2] DEA is a nonparametric data-driven method for measuring the efficiency of homogeneous decision-making units [3]. In general, the foundation of nonparametric efficiency evaluation methods was laid by Farrell [4], who used a purely mathematical approach to develop a new performance measurement method opposite to the existing parametric methods. Lotfi et al. [5] used an interactive decision-making technique that incorporates both DEA linear programming and multiobjective linear programming (MOLP) to combine preferential information without prior judgment. Lotfi et al. [6] established an equivalence model between DEA and MOLP and showed how a DEA problem could be solved interactively by transforming it into an MOLP formulation. They used the Zions–Wallenius (Z–W) method to reflect the DM’s preferences in the process of assessing efficiency. Maddahi et al. [7] proposed the proportional weight assignment technique that makes a selection of weight proportional to its corresponding input or output as a secondary goal in DEA cross-efficiency evaluation. Ebrahimnejad et al. [8] proposed an integrated DEA and simulation method for group consensus ranking. The ranking method proposed in this study has several unique features. In contrast to most voting methods that assume equal voting power to voters, the proposed method classifies voters into different groups and allows for assigning a different voting power to each group. Tavana et al. [9] in their study, established an equivalence relationship between MOLP problems and combined-oriented DEA models using a direction distance function.
designed to account for desirable and undesirable inputs and outputs together with uncontrollable variables. Ebrahimnejad and Tavana [10] obtained a new link between a BCC model and the weighted minimax reference point of the MOLP formulation that simultaneously and interactively considers the increase in the total desirable outputs and the decrease in the total undesirable outputs. Ebrahimnejad et al. [11] established an equivalence model between the general combined-oriented CCR performance assessment and target settingsuch that the DM’s preference can be taken into account in an interactive fashion.

The standard DEA takes a black-box approach to the analysis of DMUs, meaning that it simply ignores their internal workings and structures. However, this approach makes it impossible to trace the source of inefficiency in inefficient DMUs [12]. To overcome this problem, over the last two decades, further research has been done on the DEA of DMUs with internal structures, which has led to the development of network data envelopment analysis 2 models [13]. In NDEA, each DMU is assumed to be a network of interconnected subunits, where the outputs of the first stage are transformed to inputs for the second stage and the outputs of the second stage are transformed to inputs for the third stage, and so on [14]. NDEA is a powerful and practical approach for evaluating the efficiency of DMUs with multistage, series, parallel, hierarchical, and hybrid network structures [15]. In a study by Zhou et al. [16] DEA models for the efficiency evaluation of two-stage systems were divided into three categories based on the relationship between the two stages. In the first category, the two stages are considered to be unrelated and a standard DEA model is used independently for each stage [17]. In this category, potential conflicts between the two stages due to their intermediate products are ignored [18]. In the second category, the two stages are considered to have an equal cooperative relationship, a relationship that can be formulated using the relational models of Kao and Hwang [19]. In this approach, the efficiency of the entire DMU is decomposed into the product of the efficiency of its two stages. Liang et al. [20] proposed a centralized model from the perspective of cooperative game theory for these DMUs [21, 22]. Later, Cook et al. [23] proved that the relational model of Kao and Hwang [19] and the centralized model of Liang et al. [20] are equivalent to the NDEA model of Färe and Grosskopf [24]. In the third category, it is assumed that the two stages have an unequal relationship. This relationship can be formulated using the leader-follower model developed by Liang et al. [20] for noncooperative games. This approach requires an assumption about which of the two stages would be the leader and which would be the follower [25]. Li et al. [25] developed the model of Despotis et al. [26] for determining the leader stage in the noncooperative two-stage DEA approach. The noncooperative or leader-follower model is highly practical in representing the many cases where one stage dominates the process and has the power to control other stages, which become its followers [27]. This leader makes the first move, which then determines the behavior of the followers. This is relatively common in traditional manufacturer-retailer supply chains, where manufacturers act as leaders with the power to manipulate the chain and retailers act as followers [28].

While the existing noncooperative DEA models assume that the data will be definitive and precise [16, 29], this is not true for many real-world problems, where the vague and fuzzy nature of the data makes it impossible to use classical mathematics for model formulation. This problem can be resolved by merging fuzzy logic into classical logic. The fuzzy set theory is a useful tool for dealing with vagueness and uncertainty in real-world problems [30]. Over the years, many researchers in the field of DEA have proposed fuzzy methods for working with imprecise and vague data [31–35]. Hatami-Marbini et al. [36] proposed a novel fully fuzzified DEA approach where, in addition to input and output data, all the variables are considered fuzzy, including the resulting efficiency scores. A lexicographic multiobjective linear programming approach is suggested to solve the fuzzy models proposed in this study. Nasseri et al. [37] proposed a fuzzy stochastic DEA model with undesirable outputs. Kachouei et al. [38] proposed a novel approach for finding the common set of weights to compute efficiencies in the DEA model with undesirable outputs when the data are represented by fuzzy numbers. Ebrahimnejad and Amani [39] proposed an approach for solving DEA model in the presence of undesirable outputs in which all input/output data are represented by triangular fuzzy numbers. To this end, two virtual fuzzy DMUs called fuzzy ideal DMU and fuzzy anti-ideal DMU are introduced into the proposed fuzzy DEA framework.

Furthermore, many real-world problems require dealing with data that are verbal or subjective and cannot be accurately measured. One effective way to model this type of data is to avoid Zimmermann’s fuzzy set theory [40] and instead use the intuitionistic fuzzy set theory proposed by Atanassov [41]. The intuitionistic fuzzy set theory is a suitable tool for describing vague and imprecise information and dealing with uncertainties and ambiguities in the decision-making process [42]. Since the introduction of intuitionistic fuzzy sets, some researchers have used this approach in NDEA models [43]. For example, Ameri et al. [44] developed an NDEA self-assessment model for measuring the efficiency of a parallel system with intuitionistic fuzzy inputs and outputs. Shakouri et al. [45] proposed a new parametric method for ranking intuitionistic fuzzy numbers in a general form by introducing a hesitation function. Javaherian et al. [4] developed a two-stage DEA model for efficiency measurement with intuitionistic fuzzy data for determining the minimum and maximum input and output levels of DMUs based on the efficiency of each stage. In another study, Javaherian et al. [46] expanded the model of Chen et al. [47] to develop a two-stage model based on intuitionistic fuzzy numbers with the assumption of variable returns to scale. Roy et al. [48] analyzed multiobjective transportation problem under an intuitionistic fuzzy environment. Considering the specific cut interval, the IF transportation cost matrix is converted to the interval cost matrix in their proposed problem. Two approaches, namely,
intuitionistic fuzzy programming and goal programming, are used to derive the optimal solutions to the proposed problem. Ebrahimnejad and Verdegay [49] proposed an efficient computational solution approach to solve intuitionistic fuzzy transport problems based on classical transport algorithms. Given the high applicability of the noncooperative game theory in real-world problems, the present study aims to expand the two-stage DEA model of Liang et al. [20] based on Stackelberg game theory and efficiency decomposition in the intuitionistic fuzzy environment. Considering the use of $\alpha$-$\beta$ cuts in the proposed model, which requires converting intuitionistic fuzzy data into interval numbers, the article presents a new approach based on the bounded DEA model of Azizi et al. [50] for working with interval data. In the conventional DEA, performances of DMUs are measured from the optimistic point of view; namely, each DMU seeks a set of weights that is the most favorable to itself to maximize its efficiency. It is realized that the overall performance of DMUs should be DEA nonefficient. On the other hand, the performances of DMUs can also be measured from a pessimistic point of view. That is, each DMU seeks a set of weights that is the most unfavorable to itself to minimize its efficiency. In this approach, optimistic and pessimistic relative efficiencies of Azizi’s model are turned into upper and lower efficiency bounds, which are then transformed into an overall interval efficiency. Azzizietal. [51] argued that the performances of DMUs are measured from the optimistic point of view; namely, each DMU seeks a set of weights that is the most favorable to itself to minimize its efficiency. It is realized that the overall performance of DMUs should consider both optimistic and pessimistic efficiencies at the same time. In this approach, optimistic and pessimistic relative efficiencies of Azizi’s model are turned into upper and lower efficiency bounds, which are then transformed into an overall interval efficiency. Azzizietal. [51] argued that optimistic and pessimistic relative efficiencies should be considered simultaneously, and any approach that ignores one of them would be biased. They proposed merging the two efficiencies into an interval to which the overall efficiency would belong, arguing that this efficiency interval would provide more information than either individual efficiency score. A review of the literature will show that, so far, no study has been conducted on the subject of bounded two-stage NDEA using the concepts of best and worst relative returns in the intuitionistic fuzzy environment. The models developed in this study provide a realistic and practical assessment of efficiency under conditions of uncertainty and ambiguity. The rest of this research is organized as follows. In Section 2, the relevant preliminary concepts are described. In Section 3, the proposed model is presented. In Section 4, the proposed method is used to solve a numerical example. Finally, Section 5 discusses the results and concludes the article.

2. Preliminaries

2.1. Intuitionistic Fuzzy Set 3. The notion of intuitionistic fuzzy sets was first introduced by Atanassov [52] as an extension of classic fuzzy sets. An intuitionistic fuzzy set in the reference set $X$ is defined as $\tilde{A} = \{x, \mu^I(x), \nu^I(x)\}, \forall x \in X$, where $\mu^I(x): X \rightarrow [0, 1], \nu^I(x): X \rightarrow [0, 1]$ subject to $0 \leq \mu^I(x) + \nu^I(x) \leq 1, \forall x \in X$, where $\mu^I(x), \nu^I(x)$ represent the degree of membership and the degree of nonmembership of the element $x \in X$ to the set $\tilde{A}^I$. In addition to the degree of membership and the degree of nonmembership, a hesitation index in the form of $\pi^I_x = 1 - \mu^I(x) - \nu^I(x), \forall x \in X$ is also defined for the intuitionistic fuzzy set. If $\pi^I_x = 0$, then $X$ is a fuzzy number.

2.2. Intuitionistic Fuzzy Number 4

Definition 1. The intuitionistic fuzzy set $\tilde{A}^I$ is to be an intuitionistic fuzzy number if

(1) $\tilde{A}^I$ is normalized such that $\forall x_0 \in R: \mu^I_A(x_0) = 1, \nu^I_A(x_0) = 0$.
(2) $\mu^I_A(x)$ is convex; i.e.,

$$
\mu^I_A(\lambda x_1 + (1 - \lambda)x_2) \geq \min\left(\mu^I_A(x_1), \mu^I_A(x_2)\right), \forall x_1, x_2 \in X, \lambda \in [0, 1].
$$

(3) $\nu^I_A(x)$ is concave; i.e.,

$$
\nu^I_A(\lambda x_1 + (1 - \lambda)x_2) \leq \max\left(\nu^I_A(x_1), \nu^I_A(x_2)\right), \forall x_1, x_2 \in X, \lambda \in [0, 1].
$$

Definition 2. A trapezoidal intuitionistic fuzzy number is an intuitionistic fuzzy number in the form of

$$
\tilde{A}^I = \langle \langle (a, b, c, d; \mu^I_A), (a^I, b^I, c^I, d^I; \nu^I_A) \rangle \rangle
$$

(Figure 1) with the degrees of membership and nonmembership, $\mu^I_A(x), \nu^I_A(x)$, defined as follows [53]:

$$
\mu^I_A(\lambda x_1 + (1 - \lambda)x_2) \geq \min\left(\mu^I_A(x_1), \mu^I_A(x_2)\right), \forall x_1, x_2 \in X, \lambda \in [0, 1].
$$

$$
\nu^I_A(\lambda x_1 + (1 - \lambda)x_2) \leq \max\left(\nu^I_A(x_1), \nu^I_A(x_2)\right), \forall x_1, x_2 \in X, \lambda \in [0, 1].
$$
where \( a' \leq a \leq b' \leq b \leq c' \leq c \leq d' \leq d \) and \( 0 \leq \mu_A(x) + \nu_A(x) \leq 1 \). In this definition, if \( w = 1 \), \( y = 0 \), then the number \( A \) said to be a normal intuitionistic fuzzy number.

2.3. \( \alpha, \beta \)-Cut Sets of Intuitionistic Fuzzy Numbers.

\[
\mu_A^{-1}(x) = \begin{cases} \frac{w(x-a)}{b-a}, & a \leq x \leq b, \\ w, & b \leq x \leq c, \\ \frac{w(d-x)}{d-c}, & c \leq x \leq d, \\ 0, & \text{otherwise}, \end{cases}
\]

\[
\nu_A^{-1}(x) = \begin{cases} \frac{(y-1)(x-a')}{b'-a'} + 1, & a' \leq x \leq b', \\ y, & b' \leq x \leq c', \\ \frac{(y-1)(x-d')}{c'-d'} + 1, & c' \leq x \leq d', \\ 1, & \text{otherwise}, \end{cases}
\]

Atanassov [52] has provided the following definition for \( \alpha, \beta \)-cuts for the membership and nonmembership of intuitionistic fuzzy sets [45].

The \( \alpha, \beta \)-cut set of the trapezoidal intuitionistic fuzzy number \( A = (a, b, c, d; \omega, \gamma) \), \( (a', b', c', d'; \gamma, \omega) \) is a crisp subset of real numbers in the following form:

\[
\mathcal{A}_{\alpha, \beta}(\omega, \gamma) = \left\{ x \mid \mu_A^{-1}(x) \geq \alpha, \nu_A^{-1}(x) \leq \beta \right\}, \quad 0 \leq \alpha \leq \omega, \gamma \leq \beta \leq 1, \quad 0 \leq \alpha + \beta \leq 1.
\]

The \( \alpha \)-cut \( \mathcal{A}_\alpha \) and the \( \beta \)-cut \( \mathcal{A}_\beta \) for the set \( X \) are defined as follows:

\[
\mathcal{A}_\alpha = \left\{ x \mid \mu_A^{-1}(x) \geq \alpha, x \in X \right\}, \quad \alpha \in [0, 1], \\
\mathcal{A}_\beta = \left\{ x \mid \nu_A^{-1}(x) \leq \beta, x \in X \right\}, \quad \beta \in [0, 1],
\]

\[
\mathcal{A}_\alpha = \left[ L_\alpha^\mu(a), R_\alpha^\mu(a) \right] = \left[ a + \frac{\alpha}{\omega}(b-a), c + \frac{\alpha}{\omega}(b-c) \right],
\]

\[
\mathcal{A}_\beta = \left[ L_\beta^\nu(\beta), R_\beta^\nu(\beta) \right] = \left[ a' + \frac{1 - \beta}{1 - \gamma}(b' - a'), c' + \frac{1 - \beta}{1 - \gamma}(b' - c') \right],
\]

\[
\mathcal{A}_{\alpha, \beta} = \left[ L_\alpha^\mu(\alpha, \beta), R_\alpha^\mu(\alpha, \beta) \right] = \left[ \alpha + \frac{\alpha}{\omega}(b-a), d + \frac{\alpha}{\omega}(c-d) \right] \cap \left[ a' + \frac{1 - \beta}{1 - \gamma}(b' - a'), d' + \frac{1 - \beta}{1 - \gamma}(c' - d') \right].
\]

The \( \alpha, \beta \)-cut set of the intuitionistic fuzzy number is determined from the intersection of intervals that are obtained from \( \alpha \)-cut and \( \beta \)-cut.
For any two intuitionistic fuzzy numbers like \([a, b, c, d; w_i]\), we have \([A] = (a, b, c, d; y_i)\), and only if

\[
\lambda \in \left(\frac{(d - a) + ((1 - \gamma) \cdot b - a) + ((1 - \gamma) \cdot c - a)}{4} + \left(\frac{(d - a) + (\mu \cdot b - a) + (\mu \cdot c - a)}{4}\right)\right).
\]

### 3. Proposed Model: Intuitionistic Fuzzy Bounded Two-Stage Noncooperative DEA

The two-stage structure is a highly popular network data envelopment configuration and is widely discussed in the NDEA literature [13, 56]. Figure 2 shows the general layout of a two-stage structure. In this structure, we have heterogeneous DMUS (DM Uj, \(j = 1, \ldots, n\)), each with \(m\) inputs for the first stage in the form of \(x_{ij}(i = 1, \ldots, m)\), \(D\) intermediate products in the form of \(Z_{dij}, (d = 1, \ldots, D)\), which are the outputs of the first stage and the inputs of the second stage, and \(R\) outputs for the second stage in the form of \(Y_{rij}, (r = 1, \ldots, s)\). Also, \(x_{ij}(i = 1, \ldots, m)\), \(z_{dij}(d = 1, \ldots, D)\), and \(y_{rij}(r = 1, \ldots, s)\) are given nonnegative weights \(v_i(i = 1, \ldots, m)\), \(w_d(d = 1, \ldots, D)\), and \(u_r(r = 1, \ldots, s)\) respectively. The weights considered for intermediate products as the output of the first stage and the input of the second stage are the same. For DMUj, we denote the efficiency for the first stage as \(E_j^1\) and the second as \(E_j^2\). On the basis of the radial (CRS) DEA model of Charnes et al. [2] we define the following

\[
E_j^1 = \frac{\sum_{d=1}^{D} w_d z_{dij}}{\sum_{i=1}^{m} v_i x_{ij}}, \quad E_j^2 = \frac{\sum_{r=1}^{R} u_r y_{rij}}{\sum_{d=1}^{D} w_d z_{dij}}.
\]

It is noted that \(w_d\) can be set equal to \(\bar{w}_d\), and in many if not most situations, this would be an appropriate course of action. In the case examined herein, we make the assumption that the “worth” or value according to the intermediate variables is the same regardless of whether they are being viewed as inputs or outputs. Clearly, one can apply two separate DEA analyses to the two stages as in Seiford and Zhu [17]. One criticism of such an approach is the inherent conflict that arises between these two analyses. For example, suppose the first stage is DEA efficient and the second stage is not. When the second stage improves its performance (by reducing the inputs \(Z_dj\) via an input-oriented DEA model), the reduced \(Zdj\) may render the first stage inefficient. This indicates a need for a DEA approach that provides for coordination between the two stages. Before presenting our models, it is useful to point out that given the individual efficiency measures \(E_j^1\) and \(E_j^2\), it is reasonable to define the efficiency of the overall two-stage process either as \((1/2)(E_j^1 + E_j^2)\) or as \(E_j^1 \cdot E_j^2\). If the input-oriented model is used, then we should have \(E_j^1\leq 1\) and \(E_j^2\leq 1\). The above definition ensures that the two-stage process is efficient if and only if \(E_j^1 = E_j^2 = 1\). Finally, if we define \(E_j = (\sum_{i=1}^{m} u_i y_{rij}(\sum_{i=1}^{m} v_i x_{ij})\) as the two-stage overall efficiency, our model imply \(E_j = E_j^1 \cdot E_j^2\) at optimality. In a similar manner, if assumed that the first stage is the leader, then the first stage performance is more important, and the efficiency of the second stage (follower) is computed, subject to the requirement that the leader’s efficiency stays fixed. Adopting the convention that the first stage is the leader, and the second stage, the follower, the efficiency for the first stage can be calculated using the CCR model [2]. That is, we solve for a specific DMU or the linear programming model (10) [20]:

\[
E_j^1 = \frac{\sum_{d=1}^{D} w_d z_{dij}}{\sum_{i=1}^{m} v_i x_{ij}}, \quad E_j^2 = \frac{\sum_{r=1}^{R} u_r y_{rij}}{\sum_{d=1}^{D} w_d z_{dij}}.
\]

s.t. \(\sum_{d=1}^{D} w_d z_{dij} - \sum_{i=1}^{m} v_i x_{ij} \leq 0; \quad j = 1, \ldots, n\)

\[
\sum_{i=1}^{m} v_i x_{i} = 1;
\]

\(w_d \geq 0, \quad d = 1, \ldots, D; \quad v_i \geq 0, \quad i = 1, \ldots, m.\)
The second stage now treats $\sum_{d=1}^{D} w_d z_{dj}$ as the “single” input subject to the restriction that the efficiency score of the first stage remains at $E_0^{1*}$. The model for computing $E_0^{2*}$, the second stage’s efficiency, can be expressed as the following model (11)

$$
E_0^{2*} = \max \frac{\sum_{r=1}^{s} u_r y_{ro}}{E_0^{2*}} \\
\text{s.t. } \sum_{r=1}^{s} u_r y_{rj} - \sum_{d=1}^{D} w_d z_{dj} \leq 0; \quad j = 1, \ldots, n \\
\sum_{d=1}^{D} w_d z_{dj} - \sum_{i=1}^{m} v_i x_{ij} \leq 0; \quad j = 1, \ldots, n \\
\sum_{i=1}^{m} v_i x_{io} = 1; \\
\sum_{d=1}^{D} w_d z_{do} = E_0^{1*}; \\
w_d \geq 0, \quad d = 1, \ldots, D; \quad v_i \geq 0, \quad i = 1, \ldots, m; \quad u_r \geq 0, \quad r = 1, \ldots, s. 
$$

In a similar manner, if we assumed the second stage to be the leader, we first calculate the regular DEA efficiency ($E_0^{2*}$) for that stage, using the appropriate CCR model. Then, one solves the first stage (follower) model, with the restriction that the second stage score, having already been determined, cannot be decreased from that value. Finally, note that in model (11), $E_0^{1*} \cdot E_0^{2*} = \sum_{r=1}^{s} u_r y_{ro}$ at optimality, with $\sum_{i=1}^{m} v_i x_{io} = 1$. That is, $E_0^{1*} \cdot E_0^{2*} = \sum_{r=1}^{s} u_r y_{ro} / \sum_{i=1}^{m} v_i x_{io}$. This indicates that the noncooperative approach implies an efficiency decomposition for the two-stage DEA analysis. That is, the overall efficiency is equal to the product of the efficiencies of individual stages. The present study aims to expand this two-stage DEA model based on intuitionistic trapezoidal fuzzy numbers as follows.

Step 1. If the first stage is considered as the leader, model (10) is rewritten into model (12) based on trapezoidal intuitionistic fuzzy numbers as follows:

$$
E_0^{1*} = \max \sum_{d=1}^{D} w_d \odot \langle (a_{do}, b_{do}, c_{do}, d_{do}; w_{do}), (a'_{do}, b'_{do}, c'_{do}, d'_{do}; y_{do}) \rangle \\
\text{s.t. } \sum_{d=1}^{D} w_d \odot \langle (a_{dj}, b_{dj}, c_{dj}, d_{dj}; w_{dj}), (a'_{dj}, b'_{dj}, c'_{dj}, d'_{dj}; y_{dj}) \rangle \Theta \\
\sum_{i=1}^{m} v_i \odot \langle (a_{ij}, b_{ij}, c_{ij}, d_{ij}; w_{ij}), (a'_{ij}, b'_{ij}, c'_{ij}, d'_{ij}; y_{ij}) \rangle \leq 0^l \\
\sum_{i=1}^{m} v_i \odot \langle (a_{io}, b_{io}, c_{io}, d_{io}; w_{io}), (a'_{io}, b'_{io}, c'_{io}, d'_{io}; y_{io}) \rangle = 1^l; \quad w_d, v_i \geq 0.
$$

Step 2. Applying $\alpha$, $\beta$ cuts: upon substitution of input, intermediate, and output variables using their corresponding $\alpha$, $\beta$ cuts in the following form.

$$
\tilde{A}_{\alpha,\beta} = \left[ L^w_{\alpha,\beta} (\alpha, \beta), R^w_{\alpha,\beta} (\alpha, \beta) \right] = \left[ a + \alpha \omega (b - a), d + \alpha \omega (c - d) \right] \cap \left[ a' + \frac{1 - \beta}{1 - \gamma} (b' - a'), d' + \frac{1 - \beta}{1 - \gamma} (c' - d') \right].
$$
then model (12) can be rewritten into model (14) as follows:

\[
(\bar{E}_O)_{a/b}^{1u*} = \max \sum_{d=1}^{D} w_{d}^{*} \left( \left[ a_{d_{o}} + \frac{\alpha}{\omega} (b_{d_{o}} - a_{d_{o}}), a_{d_{o}} + \frac{\alpha}{\omega} (c_{d_{o}} - d_{d_{o}}) \right] \cap \left[ a_{d_{o}}' + \frac{1 - \beta}{1 - \gamma} (b_{d_{o}}' - a_{d_{o}}'), a_{d_{o}}' + \frac{1 - \beta}{1 - \gamma} (c_{d_{o}}' - d_{d_{o}}') \right] \right),
\]

s.t. \[
\sum_{d=1}^{D} w_{d}^{*} \left( \left[ a_{d_{j}} + \frac{\alpha}{\omega} (b_{d_{j}} - a_{d_{j}}), a_{d_{j}} + \frac{\alpha}{\omega} (c_{d_{j}} - d_{d_{j}}) \right] \cap \left[ a_{d_{j}}' + \frac{1 - \beta}{1 - \gamma} (b_{d_{j}}' - a_{d_{j}}'), a_{d_{j}}' + \frac{1 - \beta}{1 - \gamma} (c_{d_{j}}' - d_{d_{j}}') \right] \right) \Theta, \\
\sum_{i=1}^{m} v_{i}^{*} \left( \left[ a_{i_{o}} + \frac{\alpha}{\omega} (b_{i_{o}} - a_{i_{o}}), a_{i_{o}} + \frac{\alpha}{\omega} (c_{i_{o}} - d_{i_{o}}) \right] \cap \left[ a_{i_{o}}' + \frac{1 - \beta}{1 - \gamma} (b_{i_{o}}' - a_{i_{o}}'), a_{i_{o}}' + \frac{1 - \beta}{1 - \gamma} (c_{i_{o}}' - d_{i_{o}}') \right] \right) \leq [0, 0],
\]

\[
\sum_{i=1}^{m} v_{i}^{*} \left( \left[ a_{i_{o}} + \frac{\alpha}{\omega} (b_{i_{o}} - a_{i_{o}}), a_{i_{o}} + \frac{\alpha}{\omega} (c_{i_{o}} - d_{i_{o}}) \right] \cap \left[ a_{i_{o}}' + \frac{1 - \beta}{1 - \gamma} (b_{i_{o}}' - a_{i_{o}}'), a_{i_{o}}' + \frac{1 - \beta}{1 - \gamma} (c_{i_{o}}' - d_{i_{o}}') \right] \right) = [1, 1],
\]

\[
\cdot w_{d}^{*} \geq 0, \ d = 1, \ldots, D; \ v_{i}^{*} \geq 0, \ i = 1, \ldots, m.
\]

Step 3. Determining the upper and lower bounds of intervals: after applying \(\alpha, \beta\) cuts, the values of input, intermediate, and output variables must be turned into intervals. The lower bound of the interval is the Max of the lower bound of \(\alpha, \beta\) cut, and the upper bound of the interval is the Min of the upper bound of \(\alpha, \beta\) cut. With this transformation, then model (14) can be rewritten into model (15) as follows:

\[
\left[ (\bar{E}_O)_{a/b}^{1u*}, (\bar{E}_O)_{a/b}^{1d*} \right] = \max \sum_{d=1}^{D} w_{d} \left( \left[ a_{d_{o}} + \frac{\alpha}{\omega} (b_{d_{o}} - a_{d_{o}}), a_{d_{o}}' + \frac{1 - \beta}{1 - \gamma} (b_{d_{o}}' - a_{d_{o}}') \right] \right),
\]

Min \[
\left[ d_{d_{o}} + \frac{\alpha}{\omega} (c_{d_{o}} - d_{d_{o}}), d_{d_{o}}' + \frac{1 - \beta}{1 - \gamma} (c_{d_{o}}' - d_{d_{o}}') \right],
\]

s.t. \[
\sum_{d=1}^{D} \left( w_{d} \left[ a_{d_{j}} + \frac{\alpha}{\omega} (b_{d_{j}} - a_{d_{j}}), a_{d_{j}}' + \frac{1 - \beta}{1 - \gamma} (b_{d_{j}}' - a_{d_{j}}') \right] \right) \Theta, \\
\sum_{i=1}^{m} \left( v_{i} \left[ a_{i_{o}} + \frac{\alpha}{\omega} (b_{i_{o}} - a_{i_{o}}), a_{i_{o}}' + \frac{1 - \beta}{1 - \gamma} (b_{i_{o}}' - a_{i_{o}}') \right] \right) \leq [0, 0],
\]

\[
\sum_{i=1}^{m} \left( v_{i} \left[ a_{i_{o}} + \frac{\alpha}{\omega} (b_{i_{o}} - a_{i_{o}}), a_{i_{o}}' + \frac{1 - \beta}{1 - \gamma} (b_{i_{o}}' - a_{i_{o}}') \right] \right) = [1, 1],
\]

\[
w_{d} \geq 0, \ d = 1, \ldots, D; \ v_{i} \geq 0, \ i = 1, \ldots, m.
\]

Step 4. Integrating optimistic and pessimistic efficiency intervals: in the model proposed by Azizi et al. [50] interval efficiency is determined through the simultaneous use of both optimistic and pessimistic efficiencies. In this approach, the optimistic and pessimistic efficiency intervals of DMUs are combined to reach a new interval called the overall efficiency interval. By considering both upper and lower bounds of efficiency intervals from two different
perspectives, this approach gives an overall efficiency interval in the form of \([\psi^L_o, \psi^U_o] \) for each DMU. Wang et al. [57] proposed the following model (16) to calculate the best relative efficiency of DMUs or the upper and lower bounds of optimistic efficiency:

\[
\text{max } \theta^U_o = \sum_{r=1}^{s} u_r y^U_{r_o}, \\
\text{s.t. } \sum_{r=1}^{s} u_r y^U_{r_j} - \sum_{i=1}^{m} v_i x^L_{i o} \leq 0, \\
\sum_{i=1}^{m} v_i x^L_{i o} = 1, \quad u_r, v_i \geq 0, \\
\text{max } \theta^L_o = \sum_{r=1}^{s} u_r y^L_{r_o}, \\
\text{s.t. } \sum_{r=1}^{s} u_r y^L_{r_j} - \sum_{i=1}^{m} v_i x^L_{i o} \leq 0, \\
\sum_{i=1}^{m} v_i x^L_{i o} = 1, \quad u_r, v_i \geq 0.
\]

(16)

Considering the use of \(\alpha, \beta\)-cut, which converts the values of variables into intervals, in this step, interval efficiency is calculated using the bounded model of Azizi et al. [50]. To calculate the optimistic interval efficiency for a given DMU such as DMU\(_o\), the optimistic intuitionistic fuzzy relative efficiency interval is the first model (16) rewritten in the form of upper and lower bounds as Models (17) and (18) shown below as follows:

\[
(\bar{\theta}_o)^{IL}_{\alpha, \beta} = \text{Max } \sum_{d=1}^{D} \left( w_d \otimes \text{Max} \left[ a_{d_o} + \frac{\alpha}{\omega} (b_{d_o} - a_{d_o}), a_{d_o} + \frac{1 - \beta}{1 - \gamma} (b_{d_o} - a_{d_o}) \right] \right), \\
\text{s.t. } \sum_{d=1}^{D} \left( w_d \otimes \text{Max} \left[ a_{d_j} + \frac{\alpha}{\omega} (b_{d_j} - a_{d_j}), a_{d_j} + \frac{1 - \beta}{1 - \gamma} (b_{d_j} - a_{d_j}) \right] \right) \Theta, \\
\sum_{i=1}^{m} \left( v_i \otimes \text{Min} \left[ d_{i_j} + \frac{\alpha}{\omega} (c_{i_j} - d_{i_j}), d_{i_j} + \frac{1 - \beta}{1 - \gamma} (c_{i_j} - d_{i_j}) \right] \right) \leq 0, \\
\sum_{i=1}^{m} \left( v_i \otimes \text{Min} \left[ d_{i_o} + \frac{\alpha}{\omega} (c_{i_o} - d_{i_o}), d_{i_o} + \frac{1 - \beta}{1 - \gamma} (c_{i_o} - d_{i_o}) \right] \right) = 1 \quad w_d, v_i \geq 0.
\]

(17)
\[
\left( \bar{\theta}_O \right)^{1_{UL}} = \text{Max} \sum_{d=1}^{D} \left( w_d \otimes \text{Min} \left[ d_{do} + \frac{\alpha}{\omega} (c_{do} - d_{do}), d'_{do} + \frac{1 - \beta}{1 - \gamma} (c'_{do} - d'_{do}) \right] \right),
\]
\[\text{st. } \sum_{d=1}^{D} \left( w_d \otimes \text{Min} \left[ d_{dj} + \frac{\alpha}{\omega} (c_{dj} - d_{dj}), d'_{dj} + \frac{1 - \beta}{1 - \gamma} (c'_{dj} - d'_{dj}) \right] \right) \Theta,
\]
\[\sum_{i=1}^{m} \left( v_i \otimes \text{Max} \left[ a_{ij} + \frac{\alpha}{\omega} (b_{ij} - a_{ij}), a'_{ij} + \frac{1 - \beta}{1 - \gamma} (b'_{ij} - a'_{ij}) \right] \right) \leq 0,
\]
\[\sum_{i=1}^{m} \left( v_i \otimes \text{Max} \left[ a_{io} + \frac{\alpha}{\omega} (b_{io} - a_{io}), a'_{io} + \frac{1 - \beta}{1 - \gamma} (b'_{io} - a'_{io}) \right] \right) = 1; w_d, v_i \geq 0.
\] (18)

Here, \( \bar{\theta}_O \) is the best relative efficiency under the most favorable conditions and \( \bar{\theta}_O \) is the best relative efficiency under the most unfavorable conditions. These values form the optimistic efficiency interval \([\bar{\theta}_O, \bar{\theta}_O]\). Similarly, the worst relative efficiency of DMUs is determined using the following pessimistic model (19) [58]:

\[
\min \phi^L_O = \sum_{r=1}^{s} u_r y^L_{ro},
\]
\[\text{st. } \sum_{r=1}^{s} u_r y^L_{rj} - \sum_{i=1}^{m} v_i x^U_{ij} \geq 0,
\]
\[\sum_{i=1}^{m} v_i x^U_{io} = 1, \quad u_r, v_i \geq 0,
\] (19)

\[
\min \phi^U_O = \sum_{r=1}^{s} u_r y^U_{ro},
\]
\[\text{st. } \sum_{r=1}^{s} u_r y^U_{rj} - \sum_{i=1}^{m} v_i x^L_{ij} \geq 0,
\]
\[\sum_{i=1}^{m} v_i x^L_{io} = 1, \quad u_r, v_i \geq 0.
\]

To calculate the pessimistic interval efficiency for a given DMU such as DMUo, the relative pessimistic intuitive fuzzy efficiency interval is transformed by rewriting model (19) into the following models (20) and (21) (upper and lower boundaries):

\[
\left( \bar{\phi}_O \right)^{1_{UL}} = \text{Min} \sum_{d=1}^{D} \left( w_d \otimes \text{Min} \left[ d_{do} + \frac{\alpha}{\omega} (c_{do} - d_{do}), d'_{do} + \frac{1 - \beta}{1 - \gamma} (c'_{do} - d'_{do}) \right] \right),
\]
\[\text{st. } \sum_{d=1}^{D} \left( w_d \otimes \text{Max} \left[ a_{dj} + \frac{\alpha}{\omega} (b_{dj} - a_{dj}), a'_{dj} + \frac{1 - \beta}{1 - \gamma} (b'_{dj} - a'_{dj}) \right] \right) \Theta,
\]
\[\sum_{i=1}^{m} \left( v_i \otimes \text{Min} \left[ d_{ij} + \frac{\alpha}{\omega} (c_{ij} - d_{ij}), d'_{ij} + \frac{1 - \beta}{1 - \gamma} (c'_{ij} - d'_{ij}) \right] \right) \geq 0,
\]
\[\sum_{i=1}^{m} \left( v_i \otimes \text{Max} \left[ a_{ij} + \frac{\alpha}{\omega} (b_{ij} - a_{ij}), a'_{ij} + \frac{1 - \beta}{1 - \gamma} (b'_{ij} - a'_{ij}) \right] \right) = 1; w_d, v_i \geq 0.
\] (20)
(\phi_\alpha)^{1+IL}_{\alpha,\beta} = \text{Min} \sum_{d=1}^{D} w_d \otimes \text{Max} \left[ a_{dj} + \frac{\alpha}{\omega} (b_{dj} - a_{dj}), a_{dj} + \frac{1 - \beta}{1 - \gamma} (b_{dj}' - a_{dj'}) \right],
\text{s.t.} \sum_{d=1}^{D} \left( w_d \otimes \text{Max} \left[ a_{dj} + \frac{\alpha}{\omega} (b_{dj} - a_{dj}), a_{dj} + \frac{1 - \beta}{1 - \gamma} (b_{dj}' - a_{dj'}) \right] \right) \Theta,
\sum_{i=1}^{m} \left( v_i \otimes \text{Min} \left[ d_{ij} + \frac{\alpha}{\omega} (c_{ij} - d_{ij}), d_{ij} + \frac{1 - \beta}{1 - \gamma} (c_{ij}' - d_{ij}') \right] \right) \geq 0,
\sum_{i=1}^{m} \left( v_i \otimes \text{Min} \left[ d_{ij} + \frac{\alpha}{\omega} (c_{ij} - d_{ij}), d_{ij} + \frac{1 - \beta}{1 - \gamma} (c_{ij}' - d_{ij}') \right] \right) = 1; \quad w_d, v_i \geq 0,
(24)

where \( \beta \) is the worst relative efficiency under the least unfavorable conditions and \( \beta \) is the best relative efficiency under the most favorable conditions. These values form the pessimistic efficiency interval \([\beta, \beta]\).

Step 5. Adjusting the lower bound of interval efficiency: since the best and worst relative efficiencies are placed in an interval, the worst relative efficiency determined by pessimistic models needs to be adjusted [50]. Supposing that \( \beta \) (0 < \( \beta \) ≤ 1) is the adjustment coefficient, the adjusted worst relative efficiency can be calculated as follows:

\[
\beta \phi = \beta [\beta \phi, \beta \phi] = \tilde{\beta} \phi = \left[ \tilde{\beta} \phi, \tilde{\beta} \phi \right],
\]

and thus \( \tilde{\beta} \phi = \beta \phi = \beta [\beta \phi, \beta \phi] \leq \theta = [\theta, \theta] \) or \( \beta \leq \min_{j=1,...,m} (\theta, \theta) \). Assuming that \( \phi_{\max} = \max_{j=1,...,m} (\theta, \theta) \) and \( \phi_{\min} = \min_{j=1,...,m} (\theta, \theta) \), the worst efficiency of the units in the interval \([\beta, 1]\) can be obtained from the following model (23) [59]:

\[
\text{Min} \psi^L_a = \sum_{r=1}^{s} u_r y^L_{r0},
\text{s.t.} \sum_{r=1}^{s} u_r y^L_{r0} - \sum_{i=1}^{m} v_i (\beta x_i^U) \geq 0,
\sum_{i=1}^{m} v_i x_i^U = 1, \quad u_r, v_i \geq 0,
(23)
\]

Therefore, the best and worst adjusted relative pessimistic intuitionistic fuzzy relative efficiencies can be obtained by rewriting model (23) into the following models:

\[
(\psi_\alpha)^{1+IL}_{\alpha,\beta} = \text{Min} \sum_{d=1}^{D} w_d \otimes \text{Min} \left[ a_{dj} + \frac{\alpha}{\omega} (c_{dj} - d_{dj}), a_{dj} + \frac{1 - \beta}{1 - \gamma} (c_{dj}' - d_{dj}') \right],
\text{s.t.} \sum_{d=1}^{D} \left( w_d \otimes \text{Min} \left[ a_{dj} + \frac{\alpha}{\omega} (c_{dj} - d_{dj}), a_{dj} + \frac{1 - \beta}{1 - \gamma} (c_{dj}' - d_{dj}') \right] \right) \Theta,
\sum_{i=1}^{m} \left( v_i \otimes \text{Min} \left[ d_{ij} + \frac{\alpha}{\omega} (c_{ij} - d_{ij}), d_{ij} + \frac{1 - \beta}{1 - \gamma} (c_{ij}' - d_{ij}') \right] \right) \geq 0,
\sum_{i=1}^{m} \left( v_i \otimes \text{Min} \left[ d_{ij} + \frac{\alpha}{\omega} (c_{ij} - d_{ij}), d_{ij} + \frac{1 - \beta}{1 - \gamma} (c_{ij}' - d_{ij}') \right] \right) = 1; \quad w_d, v_i \geq 0,
(24)
\[
\begin{align*}
(\psi_o)_{\alpha, \beta}^{IL} & = \min \sum_{d=1}^{n} \left( w_d \otimes \max \left[ a_{do} + \frac{\alpha}{\omega} (b_{do} - a_{do}), a_{do} + \frac{1 - \beta}{1 - \gamma} (b_{do}' - a_{do}) \right] \right), \\
\text{s.t.} \sum_{d=1}^{D} \left( w_d \otimes \max \left[ a_{dj} + \frac{\alpha}{\omega} (b_{dj} - a_{dj}), a_{dj} + \frac{1 - \beta}{1 - \gamma} (b_{dj}' - a_{dj}) \right] \right) \Theta, \\
\sum_{i=1}^{m} \left( v_i \otimes \min \left[ d_{ij} + \frac{\alpha}{\omega} (c_{ij} - d_{ij}), d_{ij} + \frac{1 - \beta}{1 - \gamma} (c_{ij}' - d_{ij}) \right] \right) & \geq 0, \\
\sum_{i=1}^{m} \left( v_i \otimes \min \left[ d_{ij} + \frac{\alpha}{\omega} (c_{ij} - d_{ij}), d_{ij} + \frac{1 - \beta}{1 - \gamma} (c_{ij}' - d_{ij}) \right] \right) = 1; \quad w_d, v_i \geq 0.
\end{align*}
\] (25)

**Step 6.** Determining the efficiency interval of the first stage: in this step, the optimistic and pessimistic efficiency intervals for DMUj are combined to reach an overall efficiency interval for the first stage of this DMU in the form of \([E_1^{\ast IL}, E_1^{\ast IU}] = [\psi_1^{IL}, \theta_1^{IU}]\) [59].

\[
\begin{align*}
\bar{E}_o^{IL} & = \max \left( \sum_{r=1}^{s} u_r \otimes \left( (a_{ro}, b_{ro}, c_{ro}, d_{ro}; \omega_{ro}), (a_{ro}', b_{ro}', c_{ro}', d_{ro}'; \gamma_{ro}) \right) \right), \\
\text{s.t.} \sum_{r=1}^{s} u_r \otimes \left( (a_{rj}, b_{rj}, c_{rj}, d_{rj}; \omega_{rj}), (a_{rj}', b_{rj}', c_{rj}', d_{rj}'; \gamma_{rj}) \right) \Theta, \\
\sum_{d=1}^{D} w_d \otimes \left( (a_{dj}, b_{dj}, c_{dj}, d_{dj}; \omega_{dj}), (a_{dj}', b_{dj}', c_{dj}', d_{dj}'; \gamma_{dj}) \right) \leq \bar{0}^j, \\
\sum_{d=1}^{D} w_d \otimes \left( (a_{dj}, b_{dj}, c_{dj}, d_{dj}; \omega_{dj}), (a_{dj}', b_{dj}', c_{dj}', d_{dj}'; \gamma_{dj}) \right) \Theta, \\
\sum_{i=1}^{m} v_i \otimes \left( (a_{ij}, b_{ij}, c_{ij}, d_{ij}; \omega_{ij}), (a_{ij}', b_{ij}', c_{ij}', d_{ij}'; \gamma_{ij}) \right) \leq \bar{0}^i, \\
\sum_{i=1}^{m} v_i \otimes \left( (a_{io}, b_{io}, c_{io}, d_{io}; \omega_{io}), (a_{io}', b_{io}', c_{io}', d_{io}'; \gamma_{io}) \right) = \bar{1}^i, \\
\sum_{d=1}^{D} w_d \otimes \left( (a_{do}, b_{do}, c_{do}, d_{do}; \omega_{do}), (a_{do}', b_{do}', c_{do}', d_{do}'; \gamma_{do}) \right) = \bar{E}_o^{IUL}; \quad w_d, v_i, u_r \geq 0.
\end{align*}
\] (26)

**Step 7.** Developing the efficiency calculation model for the second stage: having the efficiency calculation model for the first stage, intuitionistic fuzzy DEA models with interval values can be similarly developed for the second stage by rewriting model (11) into models (26)–(34) as follows:
\begin{align*}
\left(\bar{E}_O\right)_{\alpha, \beta}^{2n} &= \text{Max} \sum_{r=1}^{s} \left( u_r \otimes \left[ a_{r\omega} + \left(1-\alpha\omega\right)\left(b_{r\omega} - a_{r\omega}\right), d_{r\omega} + \left(1-\alpha\omega\right)\left(c_{r\omega} - d_{r\omega}\right)\right] \cap \left[a_{r\gamma} + \left(1-\beta\right)/(1-\gamma)\left(b_{r\gamma} - a_{r\gamma}\right), d_{r\gamma} + \left(1-\beta\right)/(1-\gamma)\left(c_{r\gamma} - d_{r\gamma}\right)\right]\right) \\
\Theta, \quad \sum_{d=1}^{D} \omega_d \otimes & \left( a_{dj} + \frac{\alpha}{\omega} (b_{dj} - a_{dj}), d_{dj} + \frac{\alpha}{\omega} (c_{dj} - d_{dj}) \right) \cap \left[a_{dj} + \frac{1-\beta}{1-\gamma} (b_{dj}' - a_{dj}), d_{dj}' + \frac{1-\beta}{1-\gamma} (c_{dj}' - d_{dj}) \right] \leq [0, 0], \\
\sum_{d=1}^{D} \omega_d \otimes & \left( a_{dj} + \frac{\alpha}{\omega} (b_{dj} - a_{dj}), d_{dj} + \frac{\alpha}{\omega} (c_{dj} - d_{dj}) \right) \cap \left[a_{dj} + \frac{1-\beta}{1-\gamma} (b_{dj}' - a_{dj}), d_{dj}' + \frac{1-\beta}{1-\gamma} (c_{dj}' - d_{dj}) \right] \right), \\
\sum_{i=1}^{m} v_i \otimes & \left( a_{io} + \frac{\alpha}{\omega} (b_{io} - a_{io}), d_{io} + \frac{\alpha}{\omega} (c_{io} - d_{io}) \right) \cap \left[a_{io} + \frac{1-\beta}{1-\gamma} (b_{io}' - a_{io}), d_{io}' + \frac{1-\beta}{1-\gamma} (c_{io}' - d_{io}) \right] \leq [0, 0], \\
\sum_{i=1}^{m} v_i \otimes & \left( a_{io} + \frac{\alpha}{\omega} (b_{io} - a_{io}), d_{io} + \frac{\alpha}{\omega} (c_{io} - d_{io}) \right) \cap \left[a_{io} + \frac{1-\beta}{1-\gamma} (b_{io}' - a_{io}), d_{io}' + \frac{1-\beta}{1-\gamma} (c_{io}' - d_{io}) \right] \right) = [1, 1], \\
\sum_{d=1}^{D} \omega_d \otimes & \left( a_{do} + \frac{\alpha}{\omega} (b_{do} - a_{do}), d_{do} + \frac{\alpha}{\omega} (c_{do} - d_{do}) \right) \cap \left[a_{do} + \frac{1-\beta}{1-\gamma} (b_{do}' - a_{do}), d_{do}' + \frac{1-\beta}{1-\gamma} (c_{do}' - d_{do}) \right] \right) = \bar{E}_O^{11_n} \\
\omega_d, v_i, u_r & \geq 0. 
\end{align*}

\begin{align*}
\left[\bar{E}_O\right]_{\alpha, \beta}^{2n \leftrightarrow} &= \text{Max} \sum_{r=1}^{s} \left( u_r \otimes \left[ \text{Max} \left( a_{r\omega} + \left(1-\alpha\omega\right)\left(b_{r\omega} - a_{r\omega}\right), d_{r\omega} + \left(1-\alpha\omega\right)\left(c_{r\omega} - d_{r\omega}\right)\right) \right) \right) \Theta, \\
\sum_{d=1}^{D} \left( \omega_d \otimes \left[ \text{Max} \left( a_{dj} + \frac{\alpha}{\omega} (b_{dj} - a_{dj}), d_{dj} + \frac{\alpha}{\omega} (c_{dj} - d_{dj}) \right) \right) \right) \Theta, \\
\sum_{d=1}^{D} \left( \omega_d \otimes \left[ \text{Max} \left( a_{dj} + \frac{\alpha}{\omega} (b_{dj} - a_{dj}), d_{dj} + \frac{\alpha}{\omega} (c_{dj} - d_{dj}) \right) \right) \right) \leq [0, 0], \\
\sum_{i=1}^{m} v_i \otimes \left[ \text{Max} \left( a_{io} + \frac{\alpha}{\omega} (b_{io} - a_{io}), d_{io} + \frac{\alpha}{\omega} (c_{io} - d_{io}) \right) \right) \leq [0, 0], \\
\sum_{i=1}^{m} v_i \otimes \left[ \text{Max} \left( a_{io} + \frac{\alpha}{\omega} (b_{io} - a_{io}), d_{io} + \frac{\alpha}{\omega} (c_{io} - d_{io}) \right) \right) \right) = [1, 1], \\
\sum_{d=1}^{D} \left( \omega_d \otimes \left[ \text{Max} \left( a_{do} + \frac{\alpha}{\omega} (b_{do} - a_{do}), d_{do} + \frac{\alpha}{\omega} (c_{do} - d_{do}) \right) \right) \right) \right) = \bar{E}_O^{11_n}. 
\end{align*}

To calculate the optimistic intuitionistic fuzzy interval relative efficiency for the second stage, model (28) is rewritten into the following models in the form of upper and lower bounds as follows:
\[ \left( \theta_{O}^{2*IU} \right)_{\alpha, \beta} = \text{Max} \sum_{i=1}^{n} \left( u_i \otimes \text{Min} \left[ d_{i0} + \left( a/\omega \right) (c_{i0} - d_{i0}), d_{i0} + (1 - \beta)/(1 - \gamma) (c_{i0} - d_{i0}) \right] \right) \]

\[ \left( \bar{E}_{O}^{2*IU} \right)_{\alpha, \beta} \]

\[ \text{s.t.} \sum_{i=1}^{n} \left( u_i \otimes \text{Min} \left[ d_{ij} + \alpha/\omega (c_{ij} - d_{ij}), d_{ij} + 1 - \beta/(1 - \gamma) (c_{ij} - d_{ij}) \right] \right) \otimes \sum_{d=1}^{D} \left( w_d \otimes \text{Max} \left[ a_{dj} + \alpha/\omega (b_{dj} - a_{dj}), a_{dj} + 1 - \beta/(1 - \gamma) (b_{dj} - a_{dj}) \right] \right) \leq 0, \]

\[ \sum_{d=1}^{D} \left( w_d \otimes \text{Min} \left[ d_{ij} + \alpha/\omega (c_{ij} - d_{ij}), d_{ij} + 1 - \beta/(1 - \gamma) (c_{ij} - d_{ij}) \right] \right) \otimes \sum_{i=1}^{m} \left( v_i \otimes \text{Max} \left[ a_{ij} + \alpha/\omega (b_{ij} - a_{ij}), a_{ij} + 1 - \beta/(1 - \gamma) (b_{ij} - a_{ij}) \right] \right) \leq 0, \]

\[ \sum_{i=1}^{m} \left( v_i \otimes \text{Max} \left[ a_{i0} + \alpha/\omega (b_{i0} - a_{i0}), a_{i0} + 1 - \beta/(1 - \gamma) (b_{i0} - a_{i0}) \right] \right) = 1, \]

\[ \sum_{d=1}^{D} \left( w_d \otimes \text{Max} \left[ a_{do} + \alpha/\omega (b_{do} - a_{do}), a_{do} + 1 - \beta/(1 - \gamma) (b_{do} - a_{do}) \right] \right) = (\bar{E}_{O}^{2*IU})_{\alpha, \beta}; \quad w_d, v_i, u_r \geq 0, \]

Then, to calculate the interval-valued intuitionistic fuzzy DEA model for measuring the worst relative efficiency of DMUs in the second stage, models (29) and (30) is rewritten into the following models:
\[(\overline{\Phi}_O)_{\alpha,\beta}^{1\times IL} = \text{Min} \sum_{r=1}^{D} \left( u_r \otimes \text{Max} \left[ a_{ro} + (\alpha / \omega)(b_{ro} - a_{ro}), a_{ro} + ((1 - \beta) / (1 - \gamma))(b'_{ro} - a_{ro}) \right] \right) \text{,}
\text{s.t.} \sum_{r=1}^{D} \left( u_r \otimes \text{Max} \left[ a_{rj} + (\alpha / \omega)(b_{rj} - a_{rj}), a_{rj} + (1 - \beta / (1 - \gamma))(b'_{rj} - a_{rj}) \right] \right) \geq 0,
\sum_{d=1}^{D} \left( w_d \otimes \text{Min} \left[ d_{dj} + (\alpha / \omega)(c_{dj} - d_{dj}), d_{dj} + (1 - \beta / (1 - \gamma))(c'_{dj} - d_{dj}) \right] \right) \geq 0,
\sum_{i=1}^{m} \left( v_i \otimes \text{Min} \left[ d_{ij} + (\alpha / \omega)(c_{ij} - d_{ij}), d_{ij} + (1 - \beta / (1 - \gamma))(c'_{ij} - d_{ij}) \right] \right) = 1,
\sum_{d=1}^{D} \left( w_d \otimes \text{Max} \left[ a_{do} + (\alpha / \omega)(b_{do} - a_{do}), a_{do} + (1 - \beta / (1 - \gamma))(b'_{do} - a_{do}) \right] \right) = (\overline{\Phi}_O)_{\alpha,\beta}^{1\times IL} ; w_d, v, u_r \geq 0, \tag{31}\]

\[(\overline{\Phi}_O)_{\alpha,\beta}^{1\times UL} = \text{Min} \sum_{r=1}^{D} \left( u_r \otimes \text{Max} \left[ a_{ro} + (\alpha / \omega)(b_{ro} - a_{ro}), a_{ro} + ((1 - \beta) / (1 - \gamma))(b'_{ro} - a_{ro}) \right] \right) \text{,}
\text{s.t.} \sum_{r=1}^{D} \left( u_r \otimes \text{Max} \left[ a_{rj} + (\alpha / \omega)(b_{rj} - a_{rj}), a_{rj} + (1 - \beta / (1 - \gamma))(b'_{rj} - a_{rj}) \right] \right) \geq 0,
\sum_{d=1}^{D} \left( w_d \otimes \text{Min} \left[ d_{dj} + (\alpha / \omega)(c_{dj} - d_{dj}), d_{dj} + (1 - \beta / (1 - \gamma))(c'_{dj} - d_{dj}) \right] \right) \geq 0,
\sum_{i=1}^{m} \left( v_i \otimes \text{Max} \left[ d_{ij} + (\alpha / \omega)(c_{ij} - d_{ij}), d_{ij} + (1 - \beta / (1 - \gamma))(c'_{ij} - d_{ij}) \right] \right) = 1,
\sum_{d=1}^{D} \left( w_d \otimes \text{Min} \left[ c_{do} + (\alpha / \omega)(b_{do} - c_{do}), c_{do} + (1 - \beta / (1 - \gamma))(b'_{do} - c_{do}) \right] \right) = (\overline{\Phi}_O)_{\alpha,\beta}^{1\times UL} ; w_d, v, u_r \geq 0. \tag{32}\]

Here, the adjusted pessimistic efficiency (\(\overline{\Phi}_O\)), the lower bound of which is used as the final efficiency, is determined by introducing the adjustment coefficient to models (31) and (32) and is rewritten as the following models:
\[ (\bar{\psi}_{o})_{a,\beta}^{2\times IL} = \min \sum_{i=1}^{s} \left( u_{r} \otimes \min \left[ a_{ij} + \frac{\alpha}{\omega} (b_{ij} - a_{ij}), a_{ij} + \frac{1 - \beta}{1 - \gamma} (b_{ij} - a_{ij}) \right] \right) \Theta, \]

\[ \sum_{i=1}^{s} \left( u_{r} \otimes \max \left[ d_{ij} + \frac{\alpha}{\omega} (c_{ij} - d_{ij}), d_{ij} + \frac{1 - \beta}{1 - \gamma} (c_{ij} - d_{ij}) \right] \right) \Theta, \]

\[ \sum_{i=1}^{m} \left( v_{i} \otimes \min \left[ d_{ij} + \frac{\alpha}{\omega} (c_{ij} - d_{ij}), d_{ij} + \frac{1 - \beta}{1 - \gamma} (c_{ij} - d_{ij}) \right] \right) = 1, \]

\[ (\bar{\psi}_{o})_{a,\beta}^{2\times UL} = \min \sum_{i=1}^{s} \left( u_{r} \otimes \max \left[ a_{ij} + \frac{\alpha}{\omega} (b_{ij} - a_{ij}), a_{ij} + \frac{1 - \beta}{1 - \gamma} (b_{ij} - a_{ij}) \right] \right) \Theta, \]

\[ \sum_{i=1}^{m} \left( v_{i} \otimes \min \left[ d_{ij} + \frac{\alpha}{\omega} (c_{ij} - d_{ij}), d_{ij} + \frac{1 - \beta}{1 - \gamma} (c_{ij} - d_{ij}) \right] \right) = 1, \]

Next, to determine the efficiency of the second stage, optimistic and pessimistic efficiencies are combined to reach an interval efficiency. This gives an overall efficiency interval in the form of \([\bar{E}_{o}^{2\times IL}, \bar{E}_{o}^{2\times UL}] = [\bar{\psi}_{o}^{2\times IL}, \bar{\psi}_{o}^{2\times UL}] \) for each DMU.

Step 8. Determining the overall interval efficiency: since the efficiency scores of the first and second stages are positive values between [0, 1], the overall efficiency is determined from their Cartesian product:

\[ \left[ \bar{E}_{o}^{1\times IL}, \bar{E}_{o}^{1\times UL} \right] \otimes \left[ \bar{E}_{o}^{2\times IL}, \bar{E}_{o}^{2\times UL} \right] = \left[ \bar{\psi}_{o}^{1\times IL}, \bar{\psi}_{o}^{1\times UL} \right] \otimes \left[ \bar{\psi}_{o}^{2\times IL}, \bar{\psi}_{o}^{2\times UL} \right] = \left[ \bar{\psi}_{o}^{2\times IL} \times \bar{\psi}_{o}^{2\times UL} \right]. \]
Step 9. Ranking DMUs: since this method computes the efficiency of each DMU as an interval, an appropriate method is needed to rank the DMUs. In this study, the method proposed by Yue [60] for the ranking of interval numbers is used for this purpose. This method is based on computing the probability that an interval number is larger than the other interval number. For two interval numbers \( a = [a^L, a^U], b = [b^L, b^U], \) where \( l_a = a^L - a^U \) and \( l_b = b^U - b^L, \) this probability is defined as follows:

\[
p(a \geq b) = \max \left\{ 1 - \max \left( \frac{b^L - a^U}{l_a + l_b}, 0 \right), 0 \right\}.
\]

(36)

To rank a series of interval numbers like \( a_j = [a^L_j, a^U_j], \ j = 1, \ldots, n, \) first each \( a_i = [a^L_i, a^U_i] \) must be compared with all \( a_j = [a^L_j, a^U_j], \ (j = 1, \ldots, n) \) using the above formula. For the sake of convenience, \( p_{ij} \) is defined as the probability that \( a_i \) is larger than \( a_j; \) i.e., \( p_{ij} = p(a_i \geq a_j). \) Next, the matrix \( p = (p_{ij})_{n \times n} \) is formed such that \( p_{ij} = p_{ji} = 1 \) and \( p_{ii} = (1/2)p_{ij}, p_{ij} \geq 0, i, j = 1, \ldots, n. \) Then, the sum of the elements of each row of the matrix \( p \) is calculated using the formula \( p_1 = \sum_{j=1}^{n} p_{ij}, \ i = 1, \ldots, n. \) Finally, the interval numbers are sorted in descending order.

\[
\theta^{IL} = 1, 0.5, 1, 0.302, 0.582, 1, 1, 0.721, 0.31, 0.419, 0.28, 0.162 \quad \text{Min} \left( \theta^{IL} \right) = 0.162.
\]

(37)

The upper bound of pessimistic efficiency for this level of \( \alpha \) and \( \beta \) cut was determined as follows:

\[
\phi^{LU} = 4.174, 1.127, 1.956, 1, 1.529, 3.858, 3.025, 3.224, 1, 1.398, 2.359, 1 \quad \text{Max} \left( \phi^{LU} \right) = 4.174.
\]

(38)

Dividing these two values by each other gave the following:

\[
\frac{\min \theta^{IL}}{\max \phi^{LU}} = \frac{0.162}{4.174} = 0.0388.
\]

(39)

The upper bound of optimistic efficiency was used as the upper bound of overall efficiency. The results of efficiency calculations for the defined \( \alpha \) and \( \beta \) cuts through the integration of optimistic and pessimistic efficiencies are provided in Table 4. The optimistic and pessimistic efficiency values of the second stage for different levels of \( \alpha \) and \( \beta \) cut were also calculated in the same way. The results of efficiency calculations for the second stage for the defined \( \alpha \) and \( \beta \) cuts through the integration of optimistic and pessimistic efficiencies are presented in Table 5.

4. Numerical Example

In this section, a numerical example is solved to provide a better understanding of the proposed model. In this example, there are 12 DMUs, each with two inputs, two intermediate products, and three outputs in the second stage. The general layout of the model in this example is shown in Figure 3. The trapezoidal intuitionistic fuzzy data of this example are given in Tables 1–3.

In this example, \( \alpha, \beta \) cuts (\( \alpha, \beta \in [0, 1] \)) were applied at five levels of \( (\alpha, \beta = 0, \beta = 1; \alpha = 0.25, \beta = 0.75; \alpha = 0.5, \beta = 0.5; \alpha = 0.75, \beta = 0.25; \alpha = 1, \beta = 0) \) and their intersections for two inputs, two intermediate products, and two outputs were calculated. The results obtained in the form of interval numbers were used to calculate lower and upper bounds of efficiency. To determine the efficiency of the first stage, the pessimistic and optimistic efficiency scores had to be calculated. To calculate the \( \beta \) coefficient, the minimum value of the lower bound of optimistic efficiency was divided by the maximum value of the upper bound of the pessimistic efficiency and then the product was put into the model to calculate the lower bound of overall efficiency. For example, for \( \alpha = 0.5 \) and \( \beta = 0.5, \) the lower bound of optimistic efficiency was determined as follows:

\[
\psi^{IL} = 0.2007, 0.089, 0.108, 0.0388, 0.0698, 0.249, 0.195, 0.166, 0.0499, 0.0595, 0.0723, 0.0574.
\]

(40)

Since the efficiency of the first and second stages was a positive value between 0 and 1, the overall efficiency was determined by the Cartesian multiplication of the lower and upper bounds, as shown in Table 6. According to a study by Hatami-Marbini et al. [61] on bounded DEA, when efficiency is measured in the form of an interval like \( [E^{O*}_1, E^{O*}_2], \) a DMU is efficient only if its upper efficiency bound \( (E^{U*}) \) is 1. Here, efficient and inefficient DMUs at different levels of \( \alpha \)-cut and \( \beta \)-cut were identified according to this rule. For example, for \( \alpha = 0.5 \)
and $\beta = 0.5$, DMUs 1, 3, 6, and 7 were found to be efficient in their first stage and DMUs 2, 3, 4, 6, and 10 were found to be efficient in their second stage. According to Liang [20] a DMU is fully efficient only if it is efficient in both of its stages. At this $\alpha$ and $\beta$ cut level, only DMUs 3 and 6 were found to be fulfilling this requirement. The results of the efficiency analysis for different cut levels are presented in Table 7.

Since efficiency values were obtained in the form of intervals, we ranked them using the method of Yue [60],
which estimates the probability that an interval number is larger than another interval number. A total of five $12 \times 12$ matrices were formed to determine this probability (Holsten et al.) for each $\alpha$ and $\beta$ cut level. Table 8 shows the results of the ranking of DMUs based on their overall efficiency and their efficiency in the first and second stages.

In addition to differentiating efficient and inefficient DMUs, the proposed model can also rank the DMUs that are determined to be efficient. In this example, the ranking of units in the order of their overall efficiency was determined to be DMU6 > DMU8 > DMU3 > DMU5 > DMU10 > DMU2 > DMU1 > DMU7 > DMU4 > DMU11 > DMU9 > DMU12. The efficient units DMU3 and DMU6 were placed third and first in this ranking, respectively. The ranking obtained based on efficiency in each individual stage is also provided in the table above. Finally, the results of the proposed approach (IFBNDEA) were compared with the results of the traditional NDEA with crisp data. For this comparison, all trapezoidal intuitionistic fuzzy data had to be converted to crisp numbers. Thus, all of the intuitionistic fuzzy numbers given in Tables 3–5 were defuzzified using the formulas provided in Sections 2-6. After defuzzifying input data, the traditional NDEA was implemented using models 1, 2, and 3 for crisp data. The results and rankings obtained
from the proposed method and from the NDEA with crisp data are compared in Table 9. These results clearly demonstrate the higher discriminatory power of IFBNDEA in the ranking of DMUs in terms of their efficiency. In other words, the proposed method can fully rank all DMUs based on their overall efficiency and efficiency in the first and second stages, whereas the classical NDEA cannot rank efficient DMUs and identifies multiple units as equally efficient. This is while the proposed approach is able to differentiate different levels of efficiency in different units.

5. Discussion and Conclusion

The assessment of the efficiency of DMUs is a complex but important decision-making issue that involves multiple quantitative and qualitative selection criteria. The classic DEA models were designed to work with deterministic data and cannot deal with uncertainties in their inputs. Over the years, many studies in the field of Data Envelopment Analysis have proposed using fuzzy methods to deal with imprecise and ambiguous data. This is crucial for analyzing real-world problems where data are vague verbal or subjective and cannot be accurately measured. A highly effective way to model this type of data is to use intuitionistic fuzzy numbers. In addition to degrees of membership, intuitionistic fuzzy sets also consider a degree of non-membership and a degree of hesitation for entries, which results in reaching a more accurate decision matrix, thus more accurate and reliable evaluations, and consequently more efficient and effective decision-making. By expanding on the notion of fuzzy sets, the intuitionistic fuzzy set theory
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provides a more effective and efficient tool for dealing with uncertainty in a wide variety of situations. Despite the high applicability of the noncooperative or leader-follower game theory in real-world problems (e.g., traditional manufacturer-retailer supply chains), a review of the literature revealed that this theory has never been applied to the two-stage DEA in an intuitionistic fuzzy environment. Therefore, in this study, the intuitionistic fuzzy set theory was used to develop the two-stage DEA model of Liang et al. [20] based on Stackelberg’s game theory and efficiency decomposition using α and β cuts. Considering that applying α and β cuts convert the data to interval numbers, the article presented a new approach based on the bounded DEA model of Azizi et al. [50] for working with interval data, which involves combining the optimistic and pessimistic relative efficiencies and turning them into upper and lower efficiency bounds and then obtaining an overall interval efficiency from these bounds. With this overall interval efficiency, it is possible to estimate the imprecise efficiency of DMUs and rank them in terms of efficiency accordingly. The overall efficiency interval obtained by the proposed approach uses fixed and unified production possibility frontiers (boundaries of efficiency and inefficiency) as a measure of efficiency for all DMUs. The overall interval efficiency provides a more detailed and realistic description of the condition of DMUs. Interval efficiency can better characterize the overall performance of a DMU than the traditional DEA efficiency. Furthermore, because of the development of the model in the intuitionistic fuzzy environment, the proposed DEA model is more effective in real-world applications in the sense that it also accounts for hesitations in decisions. The article also provided a numerical example to demonstrate the simplicity and applicability of the proposed method in measuring the efficiency of DMUs. By comparing the results of the proposed method (IFBNDEA) with the traditional NDEA results with clear data, the results clearly show the higher discriminative power of IFBNDEA in ranking DMUs in terms of their efficiency. In other words, the proposed method can completely rank all DMUs based on their performance and overall efficiency in the first and second stages, while the classic NDEA cannot rank efficient DMUs and assign multiple units to recognize the same efficiency title. However, the proposed approach is able to differentiate different levels of performance in different units. Given the intuitionistic fuzzy nature of data in the proposed model, it can be expected to provide more accurate results than crisp models. The proposed two-stage model compared to that of Liang et al. (2008) has more power and application in the real world due to all intuitionistic fuzzy data and due to the intuitionistic fuzzy environment and two stages of the model, and the overall structure and each of the stages are separable and rankable, which has made the model a unique advantage over other models. Also, in our proposed model, optimistic and pessimistic efficiencies under the assumption of constant returns to scale and ranking of decision-making units for the noncooperative model of DEA in an intuitionistic fuzzy environment are expressed.

For the future research directions, the present work assumed that all outputs of the first stage enter the second stage as input; a similar model can be developed for cases where only part of these outputs is given to the second stage as input. In other words, a similar model can be developed for a more general two-stage network structure where each stage has its own inputs and outputs. Also, since the current models are based on the assumption of a fixed returns-to-scale (CRS), future studies might be able to modify these models for analyzing the efficiency of network structures under the variable returns-to-scale (VRS) assumption. Furthermore, the proposed approach and ranking method can be expanded for other network structures, including parallel, hybrid, and dynamic structures. In this research, a noncooperative model has been developed. A cooperative model can be developed in an intuitionistic fuzzy environment as a suggestion for future research. A real case study can also be used to determine the limitations of the proposed model. Moreover, the uncertain network DEA models for dealing with uncertainty could be proposed based on other approaches to uncertain programming in literature, such as robust optimization.

However, how to measure the interval efficiencies of a group of DMUs is yet a problem that has not been well resolved and needs further investigation. One of the limitations of the proposed model is when we are faced with crisp data, in which case the numbers can be intuitionistic fuzzy with existing methods. It is expected that the improved DEA models could find more applications in performance assessment in the near future.
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