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1 Algorithm convergence analysis

In this section we study the convergence properties of Algorithm LRSDec. Firstly, we define the objective
value (decomposition error) is || X — L — S||%. We have the following lemma about the convergence of

the objective value | X — L — S||% in (7).

Lemma 2. (Convergence of objective value) The alternative optimization (7) produces a sequence of

X — L — S||% that converges to a local minimum.

Proof. Let the objective value ||X — L — S||% after solving the two subproblems in (7) be E} and EZ,

t*" iteration. On one hand, we have:

respectively, in the
B} = [|X —L; = S;a|%, B = | X — L — Se[|% (1)
The global optimality of S; yields E} > E?. On the other hand,

Ef = || X =Ly — S|, Blyy = |[X = Ly — Sel|3 (2)

The global optimality of L;, yields E? > E} 1. Therefore, the objective values (decomposition errors)

X — L — S||% keep decreasing throughout LRSDec (7):

El >E}>FE}>..>E/ >E} > FE}, > .. (3)

Since the objective of (7) is monotonically decreasing and the constrains are satisfied all the time, the

LRSDec algorithm produces a sequence of objective values that converge to a local minimum.

In Section 1.1, we will show that the sequence Ly, S; generated via LRSDec converges asymptoticcally.



1.1 Asymptotic Convergence

Lemma 3. The nuclear norm shrinkage operator T(+), defined in Lemma 1 and card shrinkage operator

Ak (+), defined in (13), satisfies the following for any W1, Wy (with matching dimensions)

ITA(W1) = TA(W2)[[7 < [W1 — W%

[A(W1) — Ae(W2) |5 < [W1 — W%

In particular this implies that T (W) and Ag(W) are continuous map in W.

Proof. The continuity of nuclear norm shrinkage operator Ty(-) has been proved in [2]. We give the

proof of card shrinkage operator Ay(-).

W, = Po(W1) + Por(W1), Wy = Po(W3) 4+ Por (W) enet=0

W1 = Ws[% = [Po(W1) = Pe(W2) + Por (W1) — Por (W%
= [|Po(W1) = Pe(W2)l[% + [[Por (W1) — Per (W%
= [ A(W1) = A(W2)) |5 + [[Por (W1) — Por (Walf7
> [[Ax(W1) = Ap(W2))|I

Lemma 4. The successive differences |[Ly — L;—1||%, [|St — St—1]|% of the sequence L, S; are monotone

decreasing:

[Liv1 — Lell% < [|Le — Le—q |7 V2

ISe+1 = Sellf < IS¢ — Seallf V.

Proof.
Liss = LeflF = [TA(X = Sy) = TA(X = Sy-1) |7
(by Lemma 3) < ||(X —S;) — (X — Si—1)||%
= [Se-1 = Sill%
= [|A(X = Ly—1) — Ap(X = Ly) ||
(by Lemma 3) < ||L; — Lt—lH%7
In the same way for sequence S;:
Se1 = Sell% = [Ar(X — Lys1) — Ap(X — Ly)|1%
< |L¢ = LigalI%
= [ TA(X = Si—1) — TA(X = Sy)||7

<|IS¢ — Si-allz



The above implies that sequence ||L; — L;—1||% and ||S; — S;—1]|% converge (since they are decreasing

and bounded below). This implies that:
|Lep1 — Lel| — [|Le —Le—a |7 = 0 as t— o0
[1Sic1 — Sell% — ISt — S¢—1l|% =0 as t— o0
So there exist constants ay > 0, a0 > 0
|Lip1 — Lel|2 — a1 as t — oo
1Si41 — Si||% = as as t — oo

Actually, since LRSDec can be written as the form of alternating projections on two manifolds. According
to [1], Ly converges asymptotically to some point L,, S; converges linearly to some point S, for some

constant «, exists (:

e — Lu[f < 0n

IS¢ — S.l7 < azf3



2 Figure S1. Hierarchical clustergram of all 552 genes in Sec-

tion 6.2 with imputing missing values
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Figure 1: Red and green represent positive and negative genetic interactions, respectively, grey entries in
the original figure in ([4]) have been imputed, whose the clustering results could be found more clearly

here.



3 Calculation of p-value for a gene set

Let N be the total number of genes and M be the number of genes related to a functional category from
the total genes. Suppose now we have a gene set with N; genes. Among these N genes there are M;

genes related to GO functional category. The p-value of this gene set is given below:

M N-M
N ) N —i
p(N, M, Ny, My) = >
i=M, N
Ny

The p-value are adjusted using Bonferroni correction.

4 Jaccard index: evaluation measure of the predicted modules

The Jaccard index [3] between two sets M; and B; is defined as:
#{M; U B;}

where #{A} denotes the number of set A

For module M;, the Jaccard index between M; and each gene set B; in the benchmark is computed,
and the Jaccard index of M; and the benchmark gene sets is defined as the maximum of Jaccard index

between M; and any gene set in the benchmark:

Jaccard Index(M;, B) = max;{JaccardIndex(M;, B;)} (5)

Thus, the average Jaccard index of the predicted modules and the benchmark gene sets can be computed

as:
> Jaccard Index(M;, B)

Jaccard Index(M,B) = elk ? (6)




5 Results in Strategy 2
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6 Results in Synthetic data
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Figure 6: Performances of LRSDec and GoDec in Low-Rank and Sparse decomposition tasks on synthetic data under
different paramenters. (a)-(d): nosise e = 1072 * F, specially, (a)-(b): fixed parameter card, different parameter rank;
(c)-(d): fixed parameter rank, different parameter card. And (e)-(h): nosise e = 107! xF, specially, (e)-(f): fixed parameter

card, different parameter rank; (g)-(h): fixed parameter ranlg different parameter card.
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