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Forward-looking forecasting of the inflation rate could help the central bank and other government departments to better use
monetary policy to stabilize prices and prevent the impact of inflation on market entities, especially for low- and middle-income
groups. It can also help financial institutions and investors better make investment decisions. In this sense, the forecast of inflation
rate is of great significance.'e existing literature mainly uses linear models such as autoregressive (AR) and vector autoregressive
(VAR) models to predict the inflation rate. 'e nonlinear relationship between variables and the mining of historical data
information are relatively lacking. 'erefore, the prediction strategies and accuracy of the existing literature need to be improved.
'e predictive model designed in deep learning can fully mine the nonlinear relationship between variables and process complex
long-term time series dynamic information, thereby making up for the deficiencies of existing research. 'erefore, this paper
employs the recurrent neural networks with gated recurrent unit (GRU-RNN) model to train and analyze the Consumer Price
Index (CPI) indicators to obtain inflation-related prediction results. 'e experimental results on historical data show that the
GRU-RNN model has good performance in predicting China’s inflation rate. In comparison, the performance of the proposed
method is significantly better than some traditional models, showing its superior effectiveness.

1. Introduction

'e inflation rate is one of the important indicators for
monitoring the operation of the macroeconomy. So, it is of
great significance to make forward-looking forecasts of the
inflation rate for the adjustment of the policies [1–4]. First,
one of the important goals of monetary policy is to stabilize
prices. However, there is a certain time lag in the process of
monetary policy regulating prices. 'erefore, the central
bank needs more accurate inflation forecasts as a prereq-
uisite to better use monetary policy to stabilize prices.
Second, the inflation rate not only affects investors’ decisions
in the investment cycle but also affects investors’ decisions in
investment products. 'erefore, it is of great guiding sig-
nificance for the financial institutions and investors to
predict the inflation rate. 'ird, the existence of large family
property gaps and frequent structural inflation has made
inflation more harmful to low- and middle-income groups,
thus further highlighting the necessity and importance of
predicting the inflation rate. In current China, the property

of the low- and middle-income class mainly exists in the
form of deposits, while the property of the high-income class
exists in the form of real estate, etc. Inflation will reduce the
real interest rate and cause the savings of low- and middle-
income families to shrink, while high-income families may
benefit from rising housing prices. In addition, the structural
inflation characterized by sharp increases in food prices
often occurs in China, and the proportion of food expen-
ditures in the middle- and low-income groups is relatively
high. 'e existence of these two phenomena makes it dif-
ficult for low- and middle-income groups to withstand the
impact of inflation. Evenmoderate inflation will have a more
serious adverse effect on low- and middle-income groups.
'erefore, the precise forecast of the inflation rate has great
influences on the country’s policies and citizens’ daily lives.

In terms of the prediction of the Consumer Price Index
(CPI), the relevant literature mainly uses five types of models
to conduct research.'e first one is the Phillips curve model,
and related research can be found in [5–7]. 'e second is
time series models such as autoregressive (AR),
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autoregressive moving average (ARMA), and autoregressive
integratedmoving average (ARIMA), and the relevant works
can be found in [8–10]. 'e third is the vector AR (VAR),
structural AVR (SVAR), and Bayesian VAR (BVAR) series
models with some medications to the second type of models.
Some related researches are reported in [11–14]. 'e fourth
is the term structure model of interest rates with some
representative works in [15]. 'e fifth uses neural network
models such as back propagation (BP), and related re-
searches are reflected in [16–22]. Specifically, when pre-
dicting the inflation rate, existing studies mainly focus on
linear models, and there are relatively few studies on
nonlinear models. In contrast, in the past ten years, some
literatures have gradually strengthened the use of nonlinear
machine learning methods represented by neural networks
when predicting gross domestic product (GDP), and the
types of data that can be processed are more complex, in-
cluding nonlinear, high-frequency, and higher-dimensional
ones. Based on the results of these literatures, the nonlinear
model represented by neural network performs better than
traditional linear models such as AR or ARMA in predicting
the inflation rate. 'is is because the impact of monetary
policy andmany other factors on the inflation rate is likely to
be nonlinear, which largely determines that the prediction
precision of the nonlinear model is better than the linear
model. We take the effect of quantitative monetary policy on
interest rates as an example.'ere are many effects including
the liquidity, income, price, and inflation expectation and it
may occur that some effects are opposite to the others.
'erefore, the quantity monetary policy affects the interest
rate and then has a complex and even nonlinear impact on
aggregate demand and inflation.

Although traditional neural network models such as BP
can identify the nonlinear relationship between variables, they
cannot reflect the time series relationship between variables.
In the economic field, the temporal relationship between
variables and the logical relationship behind them are very
important. In recent years, the deep learning theory developed
fast with a rich set of tools, which has been widely used in
signal, image processing, data mining, etc. Also, the deep
learning models have excellent time series data processing
capabilities, which achieved good results in the field of
economic and financial forecasting [23–27]. Among them, the
recurrent neural network (RNN) model is based on the or-
dinary multilayer BP neural network, adding the horizontal
connection between the units of the hidden layers. 'rough a
weight matrix, the value of the previous time series neuron
can be transferred to the current neuron so that the neural
network has the memory. 'e gated RNN (GRU-RNN)
[28–31] is an improved form of RNN. By introducing dif-
ferent “gating” mechanisms in the hidden layer nodes of the
RNN, it can process long-interval time series signals to get
more data characteristics and time dependence. Owing to the
merits and advantages of GRU-RNN, this paper introduces it
into inflation forecasting. Using historical economic data as
input, the designed GRU-RNN is trained to obtain an end-to-
end prediction network. In the application process, the
current relevant economic indicators are used as input to
obtain the predicted value of the inflation-characterized

quantity. In the experiment, the proposed method was tested
and compared with several types of existing models based on
China’s historical CPI data.'e results reflect the effectiveness
of the proposed method.

2. Basics of GRU-RNN

GRU-RNN is an improved form of RNN, which could
achieve higher precision and robustness [28–31]. In a simple
way for explanation of RNN, some outputs of its neuron can
be used as its input to be transmitted to the neuron again,
and historical information can be retained and used, which
is very effective for dealing with timing problems.

As shown in Figure 1, the architecture of RNN is
composed of an input layer X, a hidden layer H, and an
output layer Y. Compared with the conventional neural
networks, RNN has an extra delayer that retains historical
information. W,U,V are the input layer, output layer, and
weight matrix of the hidden layer from the previous moment
to the current hidden layer, respectively. Afterwards, at the
time moment of t, the state of the hidden layer ht is de-
termined by the current input xt and the state of the previous
hidden layer ht−1 jointly, which is described as follows:

ht � φ Uht−1 + Wxt + b( , (1)

yt � Vht, (2)

where φ(•) is the nonlinear active function; b is the bias.
Although RNN has achieved good results in solving

many timing prediction problems, the long-term sequences
and complex hidden layers may cause gradients to explode
or disappear in the process of error back propagation. In
order to solve the problem of long-term dependence of
RNN, while reducing the requirements for computational
overhead and storage space and increasing the convergence
speed, GRU-RNN was proposed. GRU-RNN mainly in-
troduces the network door mechanism to control the path of
information transmission. Among them, the update gate
determines the degree of influence of the state at the pre-
vious moment on the state at the current moment, and the
reset gate determines the degree of combination between the
current input and the state at the previous moment. Figure 2
shows the structure of the hidden layer node in GRU-RNN.

As shown in Figure 2, it can be concluded that the
calculation for GRU-RNN to obtain the output of hidden
layer ht is as follows:

zt � σ wz · ht−1, xt  + bz( ,

ft � σ wr · ht−1, xt  + br( ,

ht � tan h wh
· ft ⊙ ht−1, xt  + bh

 ,

ht � 1 − zt( ⊙ ht−1 + zt ⊙ ht,

(3)

where xt, ht−1, zt, and ft are the input, output, update gate
output, and reset gate output of the GRU-RNN hidden layer
node, respectively. 'e input xt and the previous hidden layer
output ht−1 jointly determine the amount of process ht;w and b

are the weight parameters and bias parameters obtained from
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training; ⊙ represents the multiplication of corresponding
position elements in the matrix; σ and tanh represent the
sigmoid function and the hyperbolic tangent function, re-
spectively. Based on the above solution, the output, i.e., the
precited value, can be obtained from equation (2).

Figure 3 shows the main process of inflation prediction
based on GRU-RNN, which can be summarized as the
following steps:

Step 1: 'e acquisition of the training data: the feature
vectors are constructed to describe inflation as the
inputs for training GRU-RNN, and the corresponding
inflation indicators are used as the outputs.
Step 2: 'e establishment of a GRU-RNN with preset
network parameters: the network structure is con-
structed and the appropriate activation function, ob-
jective function, optimization algorithm, and
evaluation function are selected. 'e convolutional
neural network sampling interval, number of training
iterations, learning rate, and other hyperparameters are
set. 'e network weights and biases are initialized.
Step 3: Train of the GRU-RNN: the optimization al-
gorithm is used to realize the learning of parameters
such as network weights and offsets until the objective
function meets the requirements. Finally, the optimal
parameters of the networks can be found.
Step 4: Estimation of the inflation indicator: the newly
collected inflation feature vector is input into the

trained network and the estimated value of inflation
indicator is output.

Based on the above steps, the economic data can be an-
alyzed to find its inner relationship with the help of GRU-
RNN.'ere are two issues that should be considered.'e first
one is how to design and construct the feature vector to
describe the inflation. Actually, there are many economic
indexes related to the inflation. A concise and effective one
should be developed to enhance both the efficiency and
precision of the prediction of the inflation. In this paper, we
choose several closely related economic indexes to construct
the feature vector, which will be detaily explained in the ex-
periments.'e second one is how to select the indicator for the
inflation. Similar to the first case, a representative parameter
should be used to truly reflect the condition of the inflation. In
this paper, we use the CPI as the indicator of the inflation.

3. Experiments and Analysis

3.1. Dataset and Evaluation Index

3.1.1. Introduction of the Used Data. All the relevant samples
used in this paper aremonthly data, and the relevant data come
from the China economic website andWind database. Among
them, the Shanghai and Shenzhen 300 index (STOCK), the 7-
day interbank offered rate (RATEST), the central parity of the
RMB against the US dollar (EXC), and the wheat futures
closing price index (CBOT) can directly query daily data. We
take the average of each day’s data contained in each month of
these indicators to obtain monthly data. For the remaining
indicators, monthly data can be directly obtained. Based on the
availability of data, when predicting CPI, the beginning and
ending time of the sample selected in this article is from April
2005 to June 2021, and contains a total of 195 sample ob-
servations.'ese samples will be used as the training samples to
train the designedGRU-RNN and also used as the references to
calculate the errors for prediction.

3.1.2. Construction of Features. According to the existing
literature, this paper constructs a benchmark feature vector
to describe the inflation including 11 variables: CPI year-on-
year growth rate (CPI), which measures inflation rate, is one
of the key indicators to be predicted in this paper; the year-
on-year growth rate (M1) of the narrow money supply, the
year-on-year growth rate of the broad money supply (M2), and
the 7-day interbank lending rate (RATEST) reflect the impact of
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quantitative monetary policy and price-based monetary policy
on the inflation rate, respectively; industrial increase of the year-
on-year growth rate (IVA) is used to reflect the impact of the
activity of production activities on the inflation rate; the year-on-
year growth rate of total retail sales of consumer goods (C) is
used to reflect the impact of consumer demand on the inflation
rate; the national housing boom index (HINDEX), the cumu-
lative year-on-year growth rate of real estate development in-
vestment (HINVEST), and the year-on-year growth rate of
newly started area of commercial housing this year (HSTARTS)
are used to fully reflect the impact of the operation of the real
estate market on the inflation rate; the Shanghai and Shenzhen
300 index (STOCK) is used to reflect the impact of the stock
market on the inflation rate; the central parity of the RMB
against the US dollar (EXC) is used to reflect the impact of
changes in the exchange rate market on the inflation rate.'ese
11 variables jointly construct a feature vector to describe theCPI,
which is used as the input of GRU-RNN to train the network.

3.1.3. Evaluation Index. When judging the predictive per-
formance of different models, some quantitative evaluation
indexes are necessary. According to the existing literature
[3, 8, 12], this paper chooses three indicators of mean
squared error (MSE), mean absolute percent error (MAPE),
and symmetric mean absolute percentage error (SMAPE) as
the indexes for the evaluation of the prediction performance
of CPI. 'e three indexes are defined as follows:

MSE �
1
N
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(4)

4. Results and Analysis

Based on real historical data, the three evaluation indexes of
MSE, MAPE, and SMAPE are used to test and analyze the
proposed method and several types of comparison methods.
'e statistics of the results are shown in Table 1. It can be
seen that the index values of MSE, MAPE, and SMAPE
predicted by the GRU-RNN method in this paper are all less
than the corresponding index values obtained by the
comparison methods, indicating that the GRU-RNN model
is more suitable for CPI prediction than the others. Taking
the MSE index as an example, the performance of the GRU-
RNN and BP methods is better than those achieved by the
ARMA and BVAR methods, showing the significant ad-
vantages of neural networks in data prediction. Comparing
the two networks of GRU-RNN and BP, the former has a
further smaller MSE value, indicating that its prediction
accuracy has been further improved. As a shallow-layer
neural network, BP has limited capabilities in nonlinear data
processing and has certain shortcomings for more complex
CPI predictions. With a deep network structure, RNN has
significantly enhanced nonlinear data acquisition capabil-
ities and has stronger processing capabilities for CPI pre-
diction. As an improved form of RNN, GRU-RNN not only
inherits the advantages of RNN in data prediction but also
further improves the prediction accuracy through the in-
troduction of gate nodes. 'e indicator trends of MAPE and
SMAPE are basically the same as MSE, and both can reflect
the significant advantages of GRU-RNN in CPI prediction.

Furthermore, this paper adds a certain degree of random
noise to historical data. Specifically, a certain degree of un-
certainty is added to each of the 11 elements in the feature
vector, and the degree of deviation is set to 2%, 4%, 6%, and
8%, respectively. Under this condition, the final prediction
accuracy of various methods has been reduced to a certain
extent. Table 2 takes theMSE index as an example and lists the
results of different methods at different noise levels. It can be
seen that the proposed method can maintain the minimum
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Figure 3: Illustration of the process of inflation prediction based on GRU-RNN.
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MSE under each noise level, which proves the robustness of its
prediction. In particular, under the condition that the noise
interference becomes more and more serious, the advantages
of the proposed method are more significant, which further
demonstrates its effectiveness for the uncertain data.

5. Conclusion

'is paper proposes a method based on GRU-RNN for
inflation forecasting. As an improved version of RNN, GRU-
RNN has certain advantages in sequence prediction per-
formance. In the implementation of the proposed method,
this paper uses CPI as the indicator of inflation and uses
multiple economic-related indexes as the feature vector of
CPI. With the historical data as input, the designed GRU-
RNN is trained to optimize the network parameters. In the
practical applications, the currently collected CPI feature
vector is used as input to obtain the predicted value of CPI.
In the experiments, historical actual data are used to test and
analyze the performance of the method. 'rough compre-
hensive research and judgment of multiple evaluation in-
dexes, the performance of the proposed method is better
than several types of traditional models, which verifies its
influence in inflation forecasting. 'e future works can be
proceeded from two aspects. First, more effective feature
vectors describing the inflation or CPI can be designed to
train the networks, so the prediction precision can better
reflect the real situation. Second, more suitable deep learning
models with better prediction performance can be employed
and improved for the application of predicting inflation.
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