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With the rapid development of the computer field in recent years, a series of major breakthroughs have been made in the field of
computer vision. The key technologies in image feature recognition, face recognition, image understanding, pattern recognition,
and machine learning have been rapidly applied and developed. The research and application of this field provide efficient and
convenient means. However, for traditional physical and chemical experimental research, parameter adjustment is time-con-
suming and costly. In response to the phenomenon, this article starts with the study of the characteristics of the egg white protein
thermal gelation image and explores the extraction of external features presented by the optimal parameters of the coagulation
image under the thermal coagulation state of the egg white protein, based on the classic PCA and ICA—image feature extraction
algorithm and its improved algorithm, respectively. Experiment and simulation research on several image feature extraction
algorithms under different egg white solidification states are carried out, and the efficient recognition method and accuracy of the
image under the optimal egg white protein thermal gelation state are discussed. It has important reference significance for the

research of optimal image feature extraction in the future high-efficiency experimental research.

1. Introduction

Image feature extraction is a process of extracting multiple
unique attributes from the preprocessed image target, so that
the extracted features reflect the characteristics of the image
target as much as possible. This technology is the basis for
image object classification, recognition, tracking, and other
computer vision-related applications. It is a key link in the
image processing process, as well as a key technology for
image understanding, pattern recognition, and machine
learning. In the image feature extraction, the gray-scale
feature of the image pixel and the statistical feature of the
pixel’s gray-scale value are the most easily obtained features.
Extracting images of the best physical and chemical ex-
perimental state, avoiding the need to coordinate various
parameters in the past, and finding the best state to spend a
lot of time and manpower cost have important reference
significance. The optimal state image is often produced in

physics and chemistry research, and the optimal solution of
each parameter is determined by the characteristics of the
algorithm. In recent years, with the rapid development of the
computer field, a series of major breakthroughs have been
made in the field of computer vision, providing efficient and
convenient means for research and application in various
fields. This thesis starts with the image feature research of the
egg white protein thermal gel. Based on the classic PCA and
ICA image feature extraction algorithms, as well as several
existing improved algorithms, experimental simulation
studies are carried out on these image feature extraction
algorithms.

2. Related Work

Feature extraction is one of the most fundamental problems
in the field of pattern recognition. Extracting effective dis-
crimination features is a prerequisite for solving the problem
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of target classification and recognition. The research of
feature extraction mainly has the following two purposes:
one is to find the most discriminative description between
targets, so that different types of targets can be separated
from each other; and the other is to compress the dimen-
sionality of target data under certain circumstances.

According to whether it can be linearly separable, the
feature extraction methods can be divided into two types:
one is the linear feature extraction method, and the other is
the nonlinear feature extraction method [1]. To date, for the
problem of linear separable feature extraction, people have
given many solutions, including principal component
analysis [2, 3] (PCA), independent component analysis [4]
(ICA), factor analysis (FA), locality preserving projections
[5] (LPP), linear discriminant analysis [6] (LDA), local
feature analysis (LFA), multidimensional scaling (MDS) is
the most classic and widely used method in linear feature
extraction algorithms. The linear feature extraction method
is easy to understand and easy to implement. It has been
successfully applied to various problems such as face rec-
ognition, character recognition, speech recognition, and text
classification. Aiming at the problem of complex nonlinear
separable feature extraction, the introduction of nuclear
technology has become one of the important methods to
solve. The core idea is to project in a low-dimensional space
so that it is linearly separable and then use linear methods for
processing.

Principal component analysis is a classic feature ex-
traction algorithm. As early as 1873, Beltrami and Jordan
independently derived PCA on the basis of singular value
decomposition (SVD). In 1933, the geometric description
and algebraic description of PCA were given. In 1967, Jefters
used PCA in practical situations and not just as a dimen-
sionality reduction tool. Jian Yang et al. proposed two-
dimensional principal element analysis in 2004 [7-10] (two-
dimensional principle component analysis—2DPCA). There
is no need to convert a two-dimensional image matrix into
one-dimensional data, so it does not change the neighboring
relationship of image pixels, which can more accurately
estimate the covariance matrix of the image. In recent years,
with the widespread application of tensors, Haiping Lu et al.
proposed multilinear principal component analysis
[2, 11, 12] (MPCA), which extended PCA from one-di-
mensional vector space to multidimensional tensor space.

Independent component analysis, as an extension of
PCA, focuses on the high-order statistics between the data,
so that the high-order statistics between the transformed
components are independent, and can reflect the essential
characteristics of the data. In 2006, Hyvarinen proposed Fast
ISA, a fast algorithm for ISA, which has good convergence
and reduces the running time of the algorithm. In 2009,
Hyvarinen used ISA in the feature extraction and analysis of
natural images, which well reflected the essential charac-
teristics of natural images. Scholars at home and abroad
[13-18] have developed rapidly in the past 10 years on the
algorithm and application of ICA, such as the Computa-
tional Neurobiology Laboratory of the Department of Bi-
ology, University of California, the Computer and
Information Science Laboratory of Helsinki University of
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Technology in Finland, the Riken Institute of Brain Science
in Japan, and the Intelligent Perception and Image Un-
derstanding of the Ministry of Education in Xidian
University.

The task of image feature extraction is to map data samples
in a high-dimensional space to a low-dimensional feature
space, so that the statistical correlation between the extracted
features is as small as possible, and the separability between
different types of features is a certain classification, which is best
maintained or enhanced in advance. Principal component
analysis considers that the image has a Gaussian distribution,
focuses on the two-dimensional statistics of the image, and
decorrelates the image. Independent component analysis not
only involves the second-order correlation between the images,
but also relates to the high-order independence—which is an
extension of PCA. The previous research on white protein in
egg mainly stayed on the microscopic study of characteristics,
and these lacked the study of characteristics to reflect the
changes of its parameters. This article will use PCA and ICA to
enhance the advantages of the distinguishing ability of char-
acteristics to varying degrees. Corresponding research is also an
important development direction for future research on
microfeature parameter extraction. This article will use PCA
and ICA to enhance the advantages of the distinguishing ability
of characteristics to varying degrees. Corresponding research is
also an important development direction for future research on
micro-feature parameter extraction.

3. Image Feature Analysis of Thermal
Gelation of the Egg White Protein

3.1. Experimental Method

3.1.1. Egg White Preparation. First, the egg whites of fresh
eggs were separated manually, then stirred with a high-speed
disperser (speed 35r/s) for 20 minutes, allowed them stand
for 1 hour to discard the bottom umbilical cord and other
impurities, and finally placed in a refrigerator at 4 °C for later
use.

3.1.2. Moisture Content Determination. Moisture content
was determined by oven-drying method.

3.1.3. Preparation of Gel and Determination of Gel Strength.
The egg white was diluted with distilled water to the set
concentration. According to GB 2760-2007 Food Additives
Hygiene Standard, after the addition of food additives or
ingredients below the allowable amount to the above diluted
egg white, 35 mL was taken into a 50-mL beaker, sealed with
plastic wrap, and used after heating in a water bath for a
certain period of time. It is cooled in an ice-water bath,
placed in a refrigerator at 4 “C for 14 hours, and then taken
out for use (Christ Det al., 2005).

The coagulation strength of the egg white expressed was
tested by P0.5 probe of the physical property tester with the
measured hardness, parallel sample (n=6) (Valerie
Lechevalier et al. 2007 ). The measurement conditions are as
follows:
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Speed before test: 5 mm/s;

Testing speed: 1 mm/s;

Speed after measurement: 5 mm/s;
Compression ratio: 50%;

Trigger force: 5g.

3.1.4. Differential Scanning Calorimetry. Netzsch DSC 204
F1 differential scanning calorimetry (DSC) was used to study
the thermal characteristics of the egg whites. Pure metal
indium (99.99%) was used to correct the enthalpy and
temperature of the instrument. 20 mg of egg white sample
was weighed with a solid content of 10% into a 25 ul alu-
minum crucible. Then, the sample is sealed and the distilled
water of the corresponding quality is used as a reference. The
temperature is increased from 30 °C to 100 °C at a heating
rate of 2 °C-min~". The whole process is carried out under
dry N2, the flow rate of purge gas is 20 ml-min~', and the
flow rate of shielding gas is 60 ml-min~" (Yoshinori Mine,
1996).

3.2. Image Feature Analysis of Thermal Gelation of the Egg
White Protein. The egg white begins to thicken at 60 °C, but
when the gel temperature is lower than 70 °C, the gel strength
formed is extremely low. It can be seen from Figure 1 that the
gel strength increases with the setting between 80 °C and
90 °C. The temperature of the gel increases; the strength of
the gel does not increase at a temperature greater than 90 °C
and remains basically stable, but the pores in the gel
gradually increase, and a large number of pores are gen-
erated at 100 °C, and a relatively stable gel strength value
cannot be measured. Considering that it is necessary to
obtain a gel with high gel strength and to ensure stable test
results, the gel temperature for the following tests is selected
as 90 °C.

It can be seen from Figure 2 that when the gel tem-
perature is 90 °C, when the gel time is less than 30 minutes,
the gel strength increases with the increase of the gel time;
the fresh egg white and the egg white with a solid content of
10% are all congealing. When the gel time is 30 minutes, the
gel solidification transition reaches the maximum; after
30 minutes, the gel solidification transition remains stable
and no longer increases with the extension of the gel time,
but the gel turns brown when the gel time is greater than
50 minutes. Based on the above research conclusions, for the
convenience of image feature research, for the subsequent
research on the egg and egg white protein thermal gelation
image feature extraction algorithm, the egg white with a
solid content of 10%, gel temperature of 90 °C, gel time of
30 min, and image feature recognition are selected. The
image features in this state are stable, and the best egg gel
state can be judged by direct recognition, which can provide
a reference for relevant experimental research with efficient
research methods.

4. Analysis of Feature Extraction Algorithm of
the Egg and Egg White Protein Thermal
Gelation Image Based on PCA/ICA

4.1. Feature Extraction of Thermal Gelation Image of the Egg
and Egg White Protein Based on PCA

4.1.1. PCA. The classic PCA-based image feature extraction
algorithm directly performs feature extraction on the pixel
gray level of the image, which is easy to understand and easy
to implement, but only considering the pixel gray value
information cannot meet the feature extraction of complex
images. The PCA algorithm is improved through image pre-
transformation, one-dimensional to multidimensional, and
block sub-models. The structure information of the image is
used to greatly reduce the dimension of the image matrix
during operation. At the same time, the image is decom-
posed by wavelet transform and wavelet is used. The coef-
ficient describes the image, which can effectively extract
detailed information and reduce the complexity of subse-
quent calculations. Wavelet PCA [19] first uses wavelet
transform to preprocess the image to obtain a wavelet image
that is much smaller than the original image dimension, and
then uses the PCA algorithm for feature extraction, which
can effectively extract the main features of the image and
reduce the algorithm complexity.

The purpose of the PCA algorithm is to find an optimal
feature subspace, so that the observation data are projected
under this feature subspace, and the component with the
largest variance is obtained. It is to find an orthogonal
transformation matrix W, so that after orthogonal trans-
formation of the multidimensional data, the new compo-
nents after transformation are not related to each other.

Suppose X = (x;,%,,...,x,)" is an n-dimensional
random variable, and its mean value can be expressed as
follows:

| N
X = an. (1)

After de-averaging X, the component obtained by PCA
processing can be expressed as y; = w! X. The feature ex-
traction process of PCA can be described as when the ob-
servation data are projected into the feature space, first by
looking for w;, y; = w! X has the largest variance, and y, is
called the first principal component (PC1). Next, by looking
for w,, y, = w! X has the second largest variance, and y, and
y, are not correlated, and y, is called the second principal
component (PC2). By analogy, y, = w} X has the kth largest
variance and is uncorrelated with the previously determined
V1> Var - - - Viey- Then y; is called the kth principal compo-
nent (PC k) Until all principal components are found
{yili = 1,2,...n}. Figure 3 shows the principal component
directions of a set of two-dimensional zero-mean random
data, where X; and X, are the original coordinate directions,
PC1 and PC2 are the principal component directions after
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PCA processing, and PC1 and PC2 are not correlated with
each other.

In fact, a few principal components can meet the de-
mand for data information, that is, the orthogonal trans-
formation matrix {w; =i = 1,2,...,n}, the subscript p<nin
w = (w;,w,,...,w,), and the principal component is
Y = (y,y,...,yp). PCA outputs a few principal compo-
nents that are not related to each other, which retains the
main information of the data and realizes data compression
and second-order redundant data removal.

For general natural data, the covariance matrix
C = E[XXT] is usually a positive definite matrix, and there
must be a singular value decomposition C = UVUT, where
U = (uy,u,,...,u,) is the covariance matrix. An orthogonal
matrix composed of eigenvectors, V =diag (1;,4,,...,4,),
is a diagonal matrix composed of eigenvalues corresponding
to the eigenvectors. When the eigenvalue satisfies
A >A,> -+ >, the basis vector of U constitutes the op-
timal projection matrix of PCA. After the observation data
are projected accordingly, the components are not correlated
with each other, and the variance of each component is equal
to the corresponding characteristic value. The minimum
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mean square error of the reconstructed data can be
expressed as follows:

Epyn = Z A 2)

In the image feature extraction, the image is firstly
vectorized, and the image f(x, y) with the size of mxn is
connected end-to-end to form a vector y of mn x1, as shown
in Figure 4.

Assuming that the image training set has M training
samples, vectorize them to get: {y;li = 1,2,..., M}. Then the
average vector of M images is as follows:

1 M
H= g 2K (3)

Then the covariance matrix of the training image set can
be expressed as follows:

R

C=a D (1) (= )"

Il
—

(4)

Since the size of XX is mn x mn, for example, the size of
the image in the egg white protein image database is 112x92.
The high dimensionality of XX’ makes the calculation of the
eigenvectors of the covariance matrix very complicated, and
the size of X” X is M x M, usually the number of samples is
less than 1000. Assuming that A and # are an eigenvalue of
XXT and the corresponding eigenvector, there are:

X"Xn =y (5)

Multiply both sides of the equation by X at the same time
to get:

(xx")Xn = AXn. (6)

It can be seen that when the eigenvalues of XX and X7 X
X are the same, the eigenvector is X#. Therefore, the ei-
genvalues and eigenvectors of the image covariance matrix
are calculated by this method.

The feature vectors are sorted according to the size of the
feature value. The feature vector corresponding to the larger
the feature value is more able to reflect the image feature, and
the size of the feature value decreases exponentially. The
image corresponding to the feature vector is called a feature
sub-image. Figure 5 is the six-feature sub-images obtained
by PCA of the egg and egg white protein image database in
the case of five training samples. From left to right, the
feature value gradually becomes smaller. It can be seen that
the smaller the feature value, the more blurred the feature
description and the less information it contains.

4.1.2. Wavelet PCA. The classic PCA-based image feature
extraction algorithm directly performs feature extraction on
the pixel gray level of the image, which is easy to understand
and easy to implement, but only considering the pixel gray
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FIGURE 3: Schematic diagram of principal components of two-
dimensional random data.

o

FIGURE 4: Schematic diagram of image matrix vectorization.

value information cannot meet the feature extraction of
complex images. Using wavelet transform to decompose the
image and describing the image with wavelet coefficients can
effectively extract detailed information and reduce the
complexity of subsequent calculations. Wavelet PCA [19]
first uses wavelet transform to preprocess the image to
obtain a wavelet image that is much smaller than the original
image dimension, and then uses the PCA algorithm for
feature extraction, which can effectively extract the main
features of the image and reduce the algorithm complexity.

Let f(x) be the original signal, the continuous wavelet
transform can be expressed as

CWT(a,1) = L (7)

| (s

Among them, vy is the mother wavelet function, a is the

scale variable, and 7 is the position variable.
The discrete wavelet transform can be defined as follows:

1 [ x
CWT (b == [ Foaw(5-k)dx 8
(J)\/E_Oof()w2 (8)
Among them, v is the mother wavelet function, j is the
scale variable, and k is a constant.

The image f (x, y) is two-dimensional data, which needs
to be decomposed by two-dimensional discrete wavelet
transform. The image after two-dimensional discrete wavelet
transform can be expressed as follows:

1 1 2 2 3 3
floy) = Z CpaPpa ™t Z dpa¥pat Z dpg¥pat Z dpgVoa
pa pa b b
9)

1 2 3 i
Among them, ¢, d,.. d,,, and d,  are two
d1lmen51on2111 dlsczzrete wav:let coefﬁc;ents, an(i3 Cpq = fs Do
Apg =TI Voo Apg = [ ¥pgp a0d dpg = 975 9pg is the
scaling function in the two-dimensional discrete wavelet
transform; p and q are the horizontal and vertical dis-
placement marks of the scaling function, respectively;

Ppq (5 9) = 9,(X)9, (V). Voo Y300 W), are two-dimen-
sional wavelet functions, which are as follows:
Vi = P (X)0g (),
Voa = 9, ()9, (),
Vi = 9p ()94 (7).

(10)

Four sub-band images can be obtained after one-layer
decomposition of two-dimensional discrete wavelet transform.
Among them, the LL sub-band image retains the low-fre-
quency components of the original image, which is also called a
smooth image; HL retains the horizontal details of the original
image; LH retains the vertical details of the original image; and
HH retains the oblique edge details of the original image.
Figure 6 is the result of one-layer wavelet transformation of the
egg white thermal gel image in the egg white protein image
database using the dB2 wavelet of the Daubechies wavelet
series. Usually, we replace the original image with the LL sub-
band image after wavelet decomposition for PCA feature
extraction. The LL sub-band image is much smaller than the
size of the original image matrix, which can effectively improve
the real-time performance of the algorithm.

4.2. Feature Extraction of the Egg and Egg White Protein
Thermal Gelation Image Based on ICA Algorithm

4.2.1. ICA. ICA was proposed to solve the problem of blind
source separation [20] (BSS). It has developed into a mul-
tidimensional signal processing technology. In terms of
image feature extraction, it is an extension of PCA, focusing
on image The high-order statistical characteristics make the
components of the transformed image independent of each
other and make more effective use of the essential charac-
teristics of the image.

The research of ICA algorithm originates from blind
source separation, which is a process of recovering inde-
pendent source signals from the source signal only from the
observation signal according to the statistical characteristics
of the input source signal when the source signal and the
transmission channel parameters are unknown. When the
ICA algorithm is applied to image feature extraction, it
realizes the separation of images and generates a set of



iy iy Y

i

Computational Intelligence and Neuroscience

A A A

FiGgure 5: Example of the egg and egg white protein.
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LH | HH

FIGURE 6: Image wavelet decomposition.

independent source images, and uses these source images as
a set of base images of the image set, that is, the images in the
image set can be composed of these independent base im-
ages. The linear superposition of the image under different
combination coefficients minimizes the redundancy of the
image pixel gray value and extracts the essential charac-
teristics of the image.

Let s=[s,,55...5,]" be m unknown independent
source  signals  with  zero-mean  value, and
X = [x,,%,,...x,]T are n random observation signals
formed by linear mixing of source signals. Then there are

X = AS. (11)
And is
m
X = Zaijsj (12)
=1
Among  them, i=12,...,n j=12,...,m,
A = [a;,a,,...,4a,] is a full-rank matrix of size nxm.
LetY = [y, ¥ --.>¥,,] be the estimated signal, then
Y =WS
(13)
= WAS.

Among them, W is called the unmixing matrix. When
WA is the identity matrix, the estimated signal is an in-
dependent source signal, and because the non-Gaussian
nature of random variables is closely related to statistical
independence. According to the central limit theorem,
when a group of random variables with the same mean and
variance act together, the result will be close to the
Gaussian distribution, that is, the non-Gaussian of the
source signal is stronger than that of the observation signal.
Therefore, when the non-Gaussian is maximized, the es-
timated signal is closer to the source signal. The ICA al-
gorithm uses the unmixing matrix corresponding to the
strongest non-Gaussian as the projection direction that
ICA seeks based on the high-order statistical characteristics
of X to estimate the independent source signal S and realize
the separation of the independent sources. Figure 7 is a
simple diagram of the ICA model. Figure 8 is an example of

ICA used for blind source separation. Figure 7(a) uses four
basic signals such as sinusoidal signals as independent
source signals. Figure 7(b) is the result of linearly mixing
the source signal as the observation signal. Figure 7(c) is the
estimated signal separated by ICA. It can be seen from
Figure 8 that the ICA algorithm can be effectively used for
blind source separation.

The ICA algorithm is different from the PCA algo-
rithm, which regards the signal as a Gaussian distribu-
tion and only focuses on the second-order statistics of the
signal, but focuses on the high-order statistics of the
signal to study the independent relationship between the
signals, so the ICA algorithm is more in line with the
essential characteristics of image data. Since Hyvarinen
et al. published a milestone paper in 1995 and proposed
the Fast ICA algorithm, the algorithm has received ex-
tensive attention and has been applied to brain signals,
speech signals, target detection, image processing, and
other fields.

The two-dimensional image is vectorized to form an
image signal. It can be considered that the image signal is
formed by a set of linear aliasing of statistically independent
base images. The base images are separated by the Fast ICA
algorithm to form a feature subspace. Each image is in the
feature subspace. Projection in the space achieves the pur-
pose of extracting image features.

The feature selection after the independent component
feature extraction is an important factor in determining the
subsequent classification and recognition of the image. How
to use fewer features to quickly obtain a higher classification
and recognition rate is a key issue to test the feature ex-
traction algorithm. In the actual feature extraction of images,
it is required that the extracted features have as large a
difference as possible for images that do not belong to the
same category and as small as possible for images that belong
to the same category. Since the signals separated by Fast ICA
are disordered, the intra-class distance function is intro-
duced to optimize the features.

Assuming that the image set has M types of images, and
each type of image is composed of N images, U . is called the
mean value of the distance within the jth feature of the M
type, which can be expressed as follows:

- (149

Among them, a; ; is the j features of the ith image. In the
same way, the mean value V'; of the distance between classes
of the jth feature M class can be expressed as follows:
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== — —a . ——a .
j MN(N _ 1) F== N (p—1)N+u,j N (g-1)N+v,j
q#p

(15)

The evaluation factor f3; of the jth feature is expressed as
follows:

Bi=:" (16)

The value of f3; reflects the accuracy of the jth feature for
classification. When . is small, it means that the distance
between classes is greater than the distance within the class,
which makes it easier to distinguish different classes. On the
contrary, when f3; is large, it means that the distance between
classes is larger. The distance is greater than the distance
between classes, and it is not easy to classify. Therefore, the
evaluation factors of all features can be sorted, and some
features with fewer evaluation factors that are most con-
ducive to target classification are selected as the most
characteristic set for the final classification.

4.2.2. Subpattern-ICA. The Subpattern-ICA algorithm is
based on the ICA algorithm with the selection of the ob-
jective function, image preprocessing, and feature optimi-
zation. First, the training set image is divided into blocks, as
shown in Figure 9, the image is equally divided into multiple
sub-blocks without overlapping, and then the corresponding
sub-blocks are vectorized to form the training set sub-model.
Usually, the local change trend in the image is not the same,
so the classification contribution of each training set sub-
model to the entire training set is not the same, and due to
factors such as occlusion, expression, lighting, the reliability
of the classification of each training set sub-model is also
inconsistent. So Subpattern-ICA introduces the concept of
adaptive weights. After using PCA independently for each
training set sub-model, each training set sub-model is
classified and recognized, and the classification recognition
rate is obtained and normalized as the weighted value of the

classification rate of each submodel in the final classification
voting stage. Figure 10 is a visualization of the three images
in the egg white protein image database and the median
image and average image in the database as the test images to
calculate the weights of each sub-model. The lighter the color
in the figure, the greater the weight, and the greater con-
tribution to the overall classification rate.

The main steps of the Subpattern-ICA algorithm are as
follows:

Step 1. The training image set is divided into N sub-blocks,
and the corresponding sub-blocks form a sub-model;

Step 2. Use the Fast ICA algorithm to obtain the charac-
teristic projection matrix for each sub-block model;

Step 3. Project the image in the sub-model with the cor-
responding feature projection matrix to extract features;

Step 4. Divide the test image set image into N sub-blocks
according to Step 1. Each sub-block image uses the feature
projection matrix of the corresponding training sub-model
in step 2 to extract features, and uses the nearest neighbor
method to compare the test images based on the sub-model
image features The set of sub-block images are classified, and
the normalized sum of the votes of each sub-model is used to
determine which category the test image set images belong
to.

The Subpattern-ICA algorithm uses the idea of sub-patterns
to limit the impact of each sub-block image on the overall image
within the sub-block image, so that even if the image has serious
lighting, expression, and occlusion changes, the changes are
reflected in the sub-block image. It will not interfere too much
in the feature extraction and classification of the image as a
whole. This improves the algorithm’s robustness to local
changes and improves the algorithm’s feature extraction effect.

5. Results

5.1. Simulation Experiment and Result Analysis. The hard-
ware configuration of the PC used in this article is as follows: the
CPU model is Intel's Core IS 6600K, the main frequency is
3.SGHz, and the memory is 16 GB DDR4; the software envi-
ronment is as follows: MATLAB version 2021a; the algorithm is
tested on the egg white gel image database. The experiment is
used to compare the performance of feature extraction between
PCA and Wavelet PCA algorithms, as well as ICA and Sub-
pattern-ICA. In the experiment, three random division methods
were selected for the image set of the egg white gel database to
verify the feasibility of the algorithm. In the experiment, the
nearest neighbor method was used as the classifier, and all the
experimental results were averaged after being executed ten
times.

5.2. Simulation Experiment and Result Analysis. The egg
white protein image database is obtained by crawler ex-
traction based on the characteristics of the image through
big data, including rich images of a variety of egg white
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FIGURE 8: An example of ICA used for blind source separation.

FIGURE 9: Block diagram.

proteins in different states, totaling 10,000 images. The gray
level of the original egg white is 256, with a total of 320x243
pixels. In this experiment, all the images are first cropped to a
size of 128x128.

Figure 11 shows 10 images of the egg white state in the
egg white protein image database. In this experiment, the egg
white protein image database is used as the input image set,
and P images in different states of the egg white are ran-
domly selected to form the training image set, and the
remaining images are used as the test image set images. The
values of P are 1, 4, and 5, that is 1 train, 4 train, and 5 train.

It can be seen from Table 1 that the recognition rate of all
algorithms will increase as the number of training increases.
Overall, the recognition rate of Wavelet PCA is higher than
that of PCA, while the recognition rate of 2DPCA is higher
than that of Wavelet PCA and PCA. This is because Wavelet
PCA first uses wavelet transform to extract the detailed
information of the image, while PCA only uses the gray
information of the image. In addition, 2DPCA uses the
image matrix as a whole for covariance calculation, taking
into account the structural information of the image, which
is more effective. It is more representative of the image, and
the recognition rate is higher. It can be seen from Figure 12
that the egg white protein image database has changes under

the influence of light, and 2DPCA is more effective in such
high-change images. Since 2DPCA is different from the
other two algorithms in calculating the feature dimension,
Figure 12 here shows the curve of the recognition rate of
Wavelet PCA and PCA with the feature dimension in the
two cases of 1 train and 5 train.

It can be seen from the figure that in Strain, the two
algorithms are relatively stable and remain unchanged after
reaching a higher recognition rate. It can be seen that
Wavelet PCA maintains a leading position compared with
PCA. In the 1 train with a small number of samples, Wavelet
PCA is also better than PCA.

In this experiment, the egg state image database is the egg
white protein image database, and the sub-databases with
characteristic types and obvious characteristics are used as
the input image set. P images of each egg white in the so-
lidification state at different temperatures are randomly
selected to form the training image set. The remaining
images are used as test images and the value of P is S, which
is recorded as Strain. Figure 13 shows the variation curve of
the recognition rate of ICA and Subpattern-ICA with the
feature dimension under 5 train. It can be seen from the
figure that in the 5 train, both algorithms can achieve a
higher recognition rate in a smaller feature dimension, and
remain unchanged, with good robustness. However, it can
be clearly seen from the figure that when the number of
dimensions is small, the recognition rate of Subpattern-ICA
stays ahead of ICA and can reach stability faster.

Table 2 shows the classification and recognition results of
ICA and Subpattern-ICA in Strain. It can be seen from the table
that the recognition rate of these two algorithms will increase
with the increase of the feature dimension. On the whole, the
recognition rate of Subpattern-ICA is higher than that of ICA.
This is because Subpattern-ICA first divides the first image into
blocks, and each sub-block uses ICA for feature extraction. It
takes into account the structural information of the image but is
not sensitive to local changes and can better represent the image,
so the recognition rate is higher.
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FIGURE 11: Ten image state samples of egg whites in the egg white protein image database.
TasLE 1: In the egg white protein image database, the highest recognition rate obtained after each algorithm is stabilized (%).
Egg white protein image database 1 train 4 train 5 train
PCA 43.07 62.00 63.89
Wavelet PCA 45.47 62.57 62.55
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FIGURE 12: The recognition result of the algorithm in the egg white protein image database. (a) 1 train (b) 5 train.

Consistent with the experimental results of the egg state
image database in Experiment 1, it can be seen from Table 3
that the recognition rate of these two algorithms will increase
with the increase of the feature dimension. On the whole, the
Subpattern-ICA algorithm can better represent the image,
the recognition rate is higher than that of the ICA algorithm,
and it can quickly reach stability, and has good robustness.

It can be seen from the above two experimental results
that the above two algorithms can be used for image feature
extraction, and the recognition rate of the Subpattern-ICA
algorithm and the image feature extraction proposed in this
section are better.

The PCA-based image feature extraction algorithm is
a classic image feature extraction algorithm. After the
image matrix is vectorized, the covariance matrix is ei-
genvalue decomposed, and the eigenvector is used as the
feature projection matrix. The algorithm is simple and
easy to implement, and has been widely used in various
fields. Usually, the image is a two-dimensional matrix,
and the dimensionality of the image will be very high after
vectorization. The direct use of feature extraction makes
the algorithm too complex, resulting in unsatisfactory
image extraction. On this basis, before using PCA for
feature extraction, Wavelet PCA first performs wavelet
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FIGURE 13: The recognition result in the image database of the egg state of the algorithm.
TasLE 2: In the egg state image database, the recognition rate corresponds to the feature dimension (%).
Egg state image database 10 20 30 40 50 60 70 80 90 100
ICA 55.5 69.65 76.95 81.05 83.45 85.15 85.95 87.15 87.75 88.8
Subpattern-ICA 85.6 87.55 88.35 89.3 89.65 89.65 89.75 89.65 89.75 89.45
TaBLE 3: In the egg white protein image database, the recognition rate corresponds to the feature dimension (%).

Egg white protein image database 10 20 30 40 50 60 70 80 90
ICA 60.13 64.4 65.13 65.07 64.8 64.53 65.33 66.67 66.53
Subpattern-ICA 64.8 66.53 66.8 67.07 67.2 67.2 67.2 67.2 67.2

transformation on the image to extract wavelet coeffi-
cients, which greatly reduces the data dimension used for
PCA. This algorithm has good feature extraction effect for
images with low changes.

The image feature extraction algorithm based on ICA
realizes the separation of images, generates a set of in-
dependent source images, and uses these source images as
a set of base images in the image space to perform feature
extraction on the images. The algorithm considers the
high-order statistics of the image, which is more in line
with the non-Gaussian nature of the image. But the
disadvantage is that the algorithm still needs image
vectorization processing, ignoring the internal structure
information of the image, and the iterative speed is too
slow when the algorithm constructs the objective func-
tion and optimizes the objective function, which affects
the real-time performance of the algorithm. Based on
this, Subpattern-ICA is proposed, which uses the idea of
sub-patterns to divide the image into sub-patterns, and
then uses ICA for feature extraction for each sub-pattern
independently, and finally uses adaptive-weighted voting
to determine the classification of the image. The algo-
rithm uses the structural information of the image, im-
proves the robustness of the algorithm for local changes,
and improves the feature extraction effect.

6. Conclusion

This article tries to find the optimal parameter combination
through traditional parameter adjustment, studies the
physical and chemical changes in the egg white, and obtains
the optimal parameters through different image state
characteristics during the change. This article focuses on the
thermal gelation of the egg white protein. In the image
feature extraction algorithm, through the analysis of the
simulation experiment results, Wavelet PCA is obtained by
extracting wavelet coefficients, which greatly reduces the
data dimensionality used for PCA, has a good feature ex-
traction effect for images with low changes, and improves
the complexity of the PCA algorithm. The improved PCA
algorithm is too high, resulting in unsatisfactory image
feature extraction. The improved algorithm Subpattern-ICA
uses the idea of sub-patterns to divide the image into sub-
patterns, uses the structural information of the image, im-
proves the robustness of the algorithm for local changes, and
improves the feature extraction effect. Through this research,
it can be seen that PCA and ICA have enhanced the dis-
tinguishing ability of features to varying degrees, which can
enrich the connotation of image feature extraction and solve
the problem of image extraction in different states. In ad-
dition, the number of image data extracted by the algorithm
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used in this article is complicated. When the algorithm is
simulated and verified, there will inevitably be shortcomings.
In the future, similar research should establish an infrared
database for feature extraction and classification in the
laboratory to verify the feasibility of the algorithm.
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