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­is paper presents an in-depth study and analysis of the prediction model of force resource recruitment demand using a
convolutional neural network combined with a BP neural network algorithm. BP neural network technology is introduced to be
applied to enterprise management talent assessment activities. Using BP neural network has strong parallel processing char-
acteristics, as well as unique adaptive learning and feedback adjustment capabilities while combining the traditional enterprise
talent assessment system, to build a business management talent assessment model based on BP neural network technology, to
circumvent the possible in�uence of subjective factors in talent assessment, reduce assessment errors, and improve the accuracy
and validity of the assessment. ­e �rst layer of convolutional layers may only extract some low-level features such as edges, lines,
and corners, andmore layers of the network can iteratively extract more complex features from low-level features.­e constructed
applicant reputation evaluation model based on multiplicative long- and short-term recurrent neural network and the hybrid
project recommendation model based on conditional variational self-encoder were experimented on Freelancer’s dataset for
e�ectiveness, respectively, and the experimental results showed that the proposed employer hiring decision model, reputation
analysis model, and applicant project recommendation model have more reliable performance compared with the existing
models. ­e research results achieve more e�cient matching of labor supply and demand in the online labor market and provide
technical support for the online labor market platform to realize personalized, intelligent, and accurate services for both employers
and applicants.

1. Introduction

How to be invincible in the era of the knowledge economy
and how to open the winning side in the white-hot com-
petition for talents are the challenges that modern enterprise
managers need to think about and must face. Human re-
source management, as an important grip for modern en-
terprises to maintain healthy and stable development, plays a
decisive role for enterprises to win competition and gain
advantages. With talents, enterprises will have the basis to
promote the e�cient integration and rational use of other
resources and will have the guarantee to achieve continuous
growth and leapfrog development [1]. Obtain a truly useable
data set to pave the way for subsequent algorithm training.
In this way, the core competitiveness of the enterprise is
mainly re�ected in the enterprise’s scienti�c selection,

reasonable allocation, e�cient management of talents, and
the comprehensive management ability to help them obtain
growth and development space. Talent measurement and
talent evaluation are the fusion of quantitative and quali-
tative, together as two important means of talent assessment.
­e predecessor of talent measurement is the psychological
test, which mainly focuses on the measurement of human
ability, quality, personality, and other personal character-
istics, and often uses methods such as situational simulation,
psychological test, interview, etc., while talent evaluation is
more qualitative-based description, analysis, and judgment,
by comparing the previous measurement results with the
enterprise performance goals, development vision, and the
speci�c requirements of the relevant positions on the ability
and quality of the analysis [2]. ­e evaluation is based on
scienti�c and reasonable evaluation, thus helping enterprises
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to open and optimize all aspects of human resource man-
agement and development and truly achieve the require-
ments of “good appointment.”

HR must face a large amount of unstructured data every
day, such as all kinds of resumes, recruitment needs of
employers, feedback reports of interviews, etc. How to utilize
a large amount of information efficiently and fully has be-
come the main battlefield of the human resources depart-
ment of each company. With the deepening of enterprise
information management, using information technology to
improve the efficiency of enterprise operation and man-
agement is the consensus of contemporary enterprises;
however, the lack of accurate enterprise market positioning
and the lack of effective demand for talents are also a
problem for enterprise HR recruitment [3]. +e data col-
lectionmethod in this paper will be divided into source types
according to the data collection channels. In recent years,
due to the rapid development of the Internet and infor-
mation technology, it has reduced many HR repetitive
process works, such as ATS (Automatic Candidate Man-
agement System) which greatly accelerates the interview
process and facilitates the management of candidates. An-
other example is the payroll management system, which
makes the management of employees’ salaries, social se-
curity, etc. simple and clear, but these mainly process au-
tomation [4]. However, nonprocess tasks such as screening
candidates have not become easier and still require recruiters
to spend a lot of time searching and human judgment on the
degree of compliance between resumes and job openings.

+e existing network recruitment system has a greater
functional enrichment than in the past and brings a more
convenient recruitment environment to the whole recruit-
ment market. However, there are still some shortcomings,
asymmetric access to information for companies and job
seekers, nontransparent news between companies and job
seekers in the job market, all the information on the job site
page being more scattered, and the lack of data analysis of
the entire recruitment market data to display the function of
the general environment. Secondly, job seekers cannot
quantify the specific level of the company, the company also
has no intuitive positioning of various aspects of the con-
ditions of job seekers, and job seekers cannot clearly un-
derstand their strengths and weaknesses. Finally, the existing
job sites are more concerned about the process of active job
search for job delivery, and less attention is paid to job
seekers for active and personalized job recommendation
functions. +is thesis aims to crawl the real data through the
crawler, excavate the recruitment market supply and de-
mand, design and create portraits for job seekers, help
enterprises to accurately search for job seekers and obtain
feedback information on job seekers’ needs, realize the
mapping of job competency requirements in the form of
radar diagram for each position, and in addition use the
BiLSTMmodel and introduce the semantic matching model
of attention mechanism automatically. +e main server uses
the memory processing method to process the multisegment
data streams in parallel, classify and process the data
according to the data source type, and persist it as the
original data set. In addition, we use the BiLSTM model and

introduce the attention mechanism of the semantic
matching model to filter the job information, with deep
understanding of the user’s conditions and job require-
ments, and push the most suitable job automatically,
quickly, and accurately to the user.

2. Related Work

With the development of the recruitment industry, in-
creased companies start to post job information on job
boards, and job seekers will browse and find companies that
meet their satisfaction on the website. However, there are
hundreds of electronic resumes and job postings on job
boards every day, and it takes a lot of manpower and time to
filter the resumes that meet the company’s requirements
from the huge number of resumes. +e idea of collaborative
filtering is that we need to recommend products to users
based on their past preferences, combined with the pref-
erences of similar users [5]. +e collaborative filtering al-
gorithm requires knowledge of a large amount of historical
user data, and if it is a new system, then there is the problem
of a cold start of data. CASPER system is the first system that
uses collaborative filtering for user recommendation.
Content-based recommendation mainly analyzes the items
that users liked in the past and finds similar items before
recommending them [6]. After the nonlinear processing of
the connection function, this layer transmits the processed
information to the output layer of the neural network to
output the result. +ere is still the problem of cold start of
data and if the user has not used the system, the system is
unable to analyze the items that the user likes. Analyze the
content of job requirements and job seekers’ resumes, and
recommend resumes by calculating the similarity between
them [7]. A resume recommendation system is envisioned to
calculate the similarity between the two based on the textual
content of the resume including its career skills and work
experience to match the corresponding content in the job
requirements. A machine learning algorithm is proposed to
extract the semantic features of resumes and job postings to
calculate the similarity between resumes and job require-
ments [8]. +e features of resumes and recruitment infor-
mation are extracted using semantic analysis [9]. +e text,
the resume, and the recruitment requirements are vector-
ized, and the similarity between the two vectors is calculated
to obtain the matching degree of the resume and the re-
cruitment requirements of the company.

Recommendation algorithms have been widely used in
e-commerce, music, and movies in recent years, and they
have been combined with popular technologies to iterate
and update the recommendation algorithms with good re-
sults [10]. However, in the field of human resources, the
recommendation algorithm mainly adopts the traditional
collaborative filtering and content-based recommendation
method, which still requires users to spend more time and
energy to discern whether the job information is suitable for
them, and there are problems such as cold start and data
sparsity, making human resources recommendations cannot
get good results. With the strengthening of the network of
employment resources, the recommendation algorithm has
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been developed accordingly [11]. +e research direction in
the field of HR recommendation also improves the tradi-
tional recommendation algorithm, improves the traditional
employment recommendation method, proposes the cal-
culation strategy of combining interest sensitivity, uses the
recruitment data of different enterprises for job seekers to
calculate the interest sensitivity of enterprises-users, and
uses it to improve the similarity calculation among job
seekers [12].

Most of the algorithms currently applied to HR rec-
ommendation are mature and stable traditional recom-
mendation algorithms such as collaborative filtering
recommendation algorithms or improved algorithms that
innovate on the traditional algorithms. +e data collection
adopts the dynamic and direct processing mode, which is
different from the traditional mode of first storing and then
processing, which does not need to complete the data ac-
cumulation and landing first. +e algorithms are imple-
mented singly and do not make full use of the advantages of
emerging technologies, which are not ideal in terms of
performance and recommendation personalization inten-
sity. In this paper, we hope to further research and improve
the algorithm with the help of emerging technologies such as
deep learning and improve the quality of human resource
recommendation with the high efficiency and stronger
representation ability to emerging technologies to alleviate
the current employment problem of “job mismatch,” so the
algorithm research in this paper has certain practical sig-
nificance. +erefore, based on a large amount of real data
available in the online labor market, this paper explores and
researches the employer recruitment decision problem,
applicant reputation evaluation problem, and applicant
project recommendation problem on the online labor
market platform by using a data-driven approach and deep
learning to provide reliable technical support to realize
personalized, intelligent, and accurate services to meet the
higher demand of online labor services.

3. Analysis of theConvolutionalCooperativeBP
Neural Network HR Recruitment Demand
Prediction Model

3.1. Convolutional Collaborative BP Neural Network Algo-
rithm Design. +e human brain is the most efficient and
complex information processing system known to us up to
now. People have tried to explore the working principle of
the brain nervous system by conducting a lot of research in
anatomy, physiology, neurology, brain science, psychology,
cognition, and other disciplines [13]. It is based on these
studies that humankind has accomplished the great in-
vention of replacing part of the functions of the human brain
with machines or computers, which help the human brain to
perform functions such as memory, arithmetic, and judg-
ment. However, because the electronic components that
make up a computer cannot reach the reflection speed of
nerve cells, they cannot effectively handle complex problems
such as image recognition, associative reasoning, and lan-
guage comprehension. +e artificial neural network has

strict structure, strong operability, and stable operating
conditions. Because of its strong self-adaptation and high
nonlinearity, it can be executed without establishing a
special mathematical model when dealing with complex
problems, nonlinear relationship information.

Artificial neural network is a data processing discipline
that has emerged only in recent years. Based on the in-depth
study of the brain nervous system and neuron structure, the
artificial neural network has been created utilizing simula-
tion and emulation, which consists of many interrelated
multiple artificial perceptual machines. +e main functions
of the artificial perceptual machines described here include
determining the combination of input signals, output sig-
nals, and the corresponding weights [14]. Artificial neural
networks have a rigorous structure, strong operability, and
stable operating conditions, due to their strong adaptiveness
and high nonlinearity, thus allowing the execution of
nonlinear relational information without the need for
specialized mathematical models when dealing with com-
plex problems. +erefore, artificial neural networks are
widely used in many fields such as data compression, pattern
recognition, and classification training with their excellent
features, which is shown in Figure 1.

It is a technical tool with distributed parallel processing
capability as well as the ability to effectively process non-
linear problems with ambiguous information in complex
environments utilizing adaptive learning and feedback ad-
justment. +e basic principle is to implement the self-
learning process in two steps. In the first step, the signal is
propagated forward from the input layer through the
connection nodes to the implicit layer, and after the con-
nection function is processed nonlinearly, the processed
information is then passed from this layer to the output layer
of the neural network to output the result.
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Meanwhile, by training a large amount of sample data,
the laws can be summarized appropriately in the output
layer to improve learning efficiency. If the output value of the
forward propagation in the first stage does not match the
expected value, the training process will automatically shift
to the second step, which is the reverse transmission of the
error signal. You can see that the accuracy is 0.679, the
precision is 0.682, the recall is 0.646, the F1 is 0.663, and the
AUC is 0.736. And compare the APJFNN model with one of
the popular machine learning algorithms that perform well
in the classification field. In this stage, the error between the
actual output value and the expected value is obtained by
arithmetic, and the error is transmitted in the opposite
direction of the original path, and the error value is assigned
to all neural nodes in each layer.
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+e connection weights and thresholds are also adjusted
simultaneously according to the error gradient descent
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method. To achieve the e�ect of error convergence, the
actual output of the BP neural network will be as close to
the expected value as possible [15].­emain functions of the
arti�cial perceptron mentioned here include determining
the combination of input signals, output signals, and cor-
responding weights. ­e above two processes are carried out
alternately, and the connection weights are continuously
adjusted until the error converges to the present value or the
expected learning e�ect is achieved, which is the training and
learning process of BPNN. After learning and training, the
BP neural network also needs to be tested for accuracy and
validity by test samples to verify the precision and accuracy
of the network calculation.

oj � ∑
p

k�1
μjk · f ∑

m

i�1
w2
kix

2
i + θ2k( ) + φj. (3)

Consider a two-dimensional (2D) image input with
neuron channel c � 3, for example, RGB color values. De�ne
a single channel of the �rst layer of the convolution kernel as
the input image r × r region (called the receptive domain of
the convolution kernel) for this convolution kernel and
compute the weighted sum. ­is convolution kernel can be
applied at every possible o�set in the input image. If there are
c’ such channels, the parameters of the layer can be
expressed as a tensor K of size c′ × c × r × r and the response
of the channel at any o�set (a, b) is as follows:

O(a, b) � ∑
r1

u�1
∑
r2

v�1
(K[u, v])⊙ I[a + u, b + v]. (4)

­e recommendation algorithm based on user �ltering
focuses on �nding a group of users like the user who is ready

to be recommended and then recommending to it items
from that group that is not recommended to that user. ­e
recommended method is a clustering process, where users
with the same interests are gathered. First, �nd the set of
users who are like the recommended user. Similarly, for
resumes that fail to predict, the model cannot explain where
the resume is poorly written.

Sim(u, v) �
N(u)∪N(v)
N(u)∩N(v)

. (5)

­e input data is only linearly mapped at the con-
volutional layer, and the representational power of a neural
network with only convolutional operations is limited [16].
­e nonlinear activation layer exists as the name implies to
increase the nonlinear representation of the neural network.
­e nonlinear characterization ability of the nonlinear ac-
tivation layer comes from the speci�c nonlinear activation
function, and the common nonlinear activation functions
are Sigmoid functions.

Firstly, all the input information eventually needs to be
set to a speci�ed length, and using a �xed-length encoding to
represent the information would cause the longer input
information to be partially lost. However, it is di�cult to do
this with classical encoding-decoding structures.

cj �∑
T

i�1
α2ijh

2
j . (6)

As shown in Figure 2, this feature signi�cantly reduces
the number of parameters of the convolutional neural
network and signi�cantly increases the size of the network
without increasing the training data accordingly. Even so,
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Figure 1: Convolutional cooperative BP neural network framework.
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the model still contains many parameters, so there is a
possibility of over�tting; i.e., the model performs well on the
training data but not on the independent test set. To improve
the generalization ability of the deep selection model and
prevent the over�tting problem, a common solution strategy
is the regularization method. Regularization methods are a
class of strategies that are shown to be designed to reduce
testing errors at the cost of potentially increasing training
errors. In actual scenarios, the interpretability of themodel is
still relatively weak. In the context of deep learning, most
regularization strategies regularize the estimates. ­e reg-
ularization of estimates trades an increase in bias for a
decreased invariance.

P bki |X
k( ) �

exp Uki( )
∑mj�1 exp Uki( )

. (7)

A computationally convenient but powerful class of
regularization methods, Dropout, was chosen. ­e inte-
gration of Dropout training includes all subnetworks formed
after removing nonoutput units from the base network.
During the training of the model, Dropout randomly re-
views (or zeroes) the response of each neuron with prob-
ability 1-p. Intuitively, this prevents the model from relying
too much on the response value of any neuron, thus re-
ducing redundancy in the learning representation [17].
Dropout is more e�cient than another standard compu-
tationally inexpensive regularization method (e.g., weight
decay, �lter parametric constraints, and regularization of
sparse activations) and performs well on models that can all
be trained with stochastic gradient descent.

3.2. HR Recruitment Demand Prediction Model Design. In
the overall process of the recommendation algorithm in
this paper, data collection is the primary prerequisite, and

its main task is to collect the source data for the core
model training of the algorithm and persist it as a dataset
to be used for subsequent data preprocessing and core
model training of the algorithm. ­e HR domain dataset
used in this paper comes from a comprehensive social
security business service project undertaken by our lab
team [18]. To improve the generalization ability of the
depth selection model and prevent the over�tting prob-
lem, the common solution is the regularization method.
With the help of the business service of the social security
business company and the online operation of the project,
the initial raw dataset of human resources is acquired by
collecting the relevant job search information of the
participants.

After the collection task, the initial raw data needs to be
preprocessed with rules based on the relevant characteristics
of the human resource domain, which is used to normalize
the collected data and get the real useable data set for the
subsequent algorithm training. ­e data collection method
in this paper will be divided into source types according to
the data collection channels, which is useful for both the
construction of recommendation datasets and the related
data analysis and information statistics for di�erent channel
sources, to facilitate the realization of visual analysis
requirements.

In the face of massive data, data collection is particularly
important. For many resume providers, they need to know
not only whether they match, but also how to match and
where they do not match, so that they can improve their
business in the future. If quality data collection cannot be
carried out e�ectively, it will a�ect the training of the model
and cannot generate a model with strong enough recom-
mendation performance for accurate job information rec-
ommendation. ­e information acquisition between
companies and job seekers is asymmetric, the information
between companies and job seekers in the job market is

Query 1

Query 2

Key 1 Key 2 Key 3 Key 4 Key 5

Values 1 Values 2 Values 3 Values 4 Values 5

Key 6 Key 7 Key 8 Key 9 Key 10

Values 6 Values 7 Values 8 Values 9 Values 10

Attention Attention Attention Attention Attention

Figure 2: Substance of the attention mechanism.
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opaque, all information on the recruitment website page is
relatively scattered, and there is a lack of data analysis on the
general environment data of the entire recruitment market.
+e current existing data collection solutions provide a
parallel multithreaded approach for data collection, but
generally, only business data collection of the same business
type is performed on a single machine. Due to the traditional
business data sources being less, the information entry can
only be done through the Social Security Bureau in the past,
and the data level is light, and the single-machine data
collection can meet the collection needs. However, in the era
of big data development, the entry of relevant social security
information is no longer limited to the on-site entry method
of the Social Security Bureau but also extended to the entry
of social security card terminal devices and mobile appli-
cations. +e diverse collection levels of massive data make
the standalone collection server unable to support the col-
lection of large data stably and efficiently, and there is a large
performance bottleneck, as shown in Figure 3.

One of the research objects of concern in this paper is the
number of bank employees, especially considering that the
digital transformation has positive and negative effects on
the number of employees in different sequences, according
to the analysis above, this paper conducts regression analysis
on the personnel in counter sequence, marketing sequence,
technology sequence, and management sequence, which are
more affected by the digital transformation, and the ex-
planatory variables are chosen to measure the number of
employees in these four positions, respectively, to measure
the human resources. +e change in the number of em-
ployees is shown in Figure 4.

Figure 4 shows that the correlation coefficients among
some explanatory variables are above 0.8, for example,
among deposits, loans, profits, total wages, average daily
counter business volume, number of individual customers,
and number of business outlets, indicating that there are
high linear correlations among these variables, and if these
variables are included in the regression model, the model
will have serious multicollinearity and lose credibility or
have difficulty in estimating the parameters accurately.
However, when it tends to be stable, the effect is not as good,
which means that when the learning rate is greater than 0.3,
the model training becomes difficult and is not the optimal
state of the model.

+e module mainly includes user registration, a user
login, and account management, and for business users, it is
mainly business registration, login, and management of
business accounts. For job seeker users, it is mainly for job
seeker registration, login, and job seeker account manage-
ment [20]. First, choose personal registration or enterprise
registration by identity, enter the registration interface,
personal registration enter e-mail and password, repeat
password and name, then enter the login interface, for
enterprise registration, enter e-mail, password, repeat
password, enterprise name, financing stage, industry sector,
and company profile, and then enter the login interface, and
enter e-mail and password to log in. After that, you can enter
the account management section to add, delete, and modify
the account information.

4. Analysis of Algorithm Performance Results

+e test data consists of n sets of exposed job data; each set of
data contains a job seeker and a sequence of exposed job
candidates. Each set of jobs needs to be predicted and sorted
to give the sorted job sequence. To fully validate the per-
formance, we choose the AUC metric to measure the per-
formance. In addition, accuracy, precision, recall, and F1 are
also used as evaluation metrics. +e accuracy is 0.679,
precision is 0.682, recall is 0.646, F1 is 0.663, and AUC is
0.736. +e results of the APJFNN model are compared with
those of GBDT, one of the popular machine learning al-
gorithms that perform well in the classification field, as
shown in Figure 5.

+is model makes full use of the ability of the attention
mechanism and sets 4 places of attention, which makes the
learning ability of the model very powerful. It considers the
different effects of the same work experience on different job
requirements, which is equivalent to “dynamic keyword
extraction” and makes the model have a certain interpre-
tation. At the same time, it also brings a more convenient
recruitment environment to the entire recruitment market.
However, there are still some deficiencies. However, for the
predicted successful resumes, for example, two resumes with
scores of 0.6 and 0.8, respectively, the model cannot explain
why the resume with a score of 0.8 is better than the one with
a score of 0.6. Similarly, for a resume that fails, the model
cannot explain what is wrong with the resume. In a real-
world scenario, the explanations of the model are still rel-
atively weak, and many resume providers need to know not
only whether theymatch, but also how and where they do not
match so that they can improve their business in the future.

Five applicants applied for the project, and each appli-
cant’s attributes are displayed in a polar plot, with each
colored line representing the 25 attributes of the applicant
who applied for the project and the radius indicating the
normalized value of the corresponding attribute. For each
attribute, the applicant’s score is scaled in the range [0, 1]
based on the maximum and minimum values of the five
applicants. Regularization methods are a class of strategies
explicitly designed to reduce test error at the cost of po-
tentially increasing training error. Hired applicants are in-
dicated by a thick red line and other applicants are indicated
by thin lines of other colors. Applicant 1 shows strengths in
terms of professionalism, quality of work, degree of return to
employment, skill level, communication level, and overall
evaluation that can explain to some extent his success in
hiring, as shown in Figure 6.

Figure 6 compares the experimental results of the
conditional logic model and the selected depth model in the
training set, validation set, and test set in the twelve cate-
gories of the project. +e selected deep selection model
structure and hyperparameters are configured with four
convolutional layers, a convolutional channel size of 100 per
layer, a learning rate of 0.01 for SGD, and a Dropout rate of
0.3. L and ACCACC2 and ACC are used to evaluate the
effectiveness of the model on the training set, validation set,
and test set. From the four-evaluation metrics, the deep
selection model showed better prediction accuracy in almost
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all types of items compared to the conditional logic model.
On average, the standardized log-likelihood L-value of the
deep selection model improved by 0.090–0.253, Moreover,
according to the F1-Score comparison results in Figure 7, the
F1-Score obtained when the learning rate is 0.3 is the best,
while the ACCL ACC and ACC metrics improved by
0.015–0.041.

In this paper, a multichannel convolutional submodel is
designed to optimize the unique feature representation of a
single convolution, which is used to learn multiple holistic
feature representations by using di�erent convolutional
�lters to traverse the local data blocks, constituting a more
complex feature mapping representation. However, di�erent
numbers of convolutional channels have an impact on the
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overall model performance. In this section, we will exper-
imentally compare di�erent numbers of convolutional
channels to select the appropriate number of convolutional
channels to determine the overall model structure.

5. Experimental Results of Demand Forecasting
Model Application

­e estimated coe�cient for online personal customers is
signi�cantly positive, which is consistent with the possible
results of the analysis in the previous section of this paper.
Each additional 10,000 online personal customers increase
the number of marketing sequence personnel by approxi-
mately 0.29. At this place, we need to analyze and discuss in
depth the impact of online individual customers on the
human resource requirements of the marketing sequence.

­e mixed pooling strategy is used to improve the loss of
feature information in the max pooling process; the problem
of insu�cient learning of hard-to-classify samples is solved
by using the improved cross-entropy loss function. Because,
theoretically, with the increase of online individual cus-
tomers, the human resource demand of marketing sequence
should be decreased, but the model estimated coe�cient
results show positive. We analyze it mainly because of two
reasons: �rst, although the workload of traditional oªine
business front-end such as information �lling forms and
customer information system entry of commercial banks
decreases with the increase of online individual customers,
the workload of back-end postloan service and postloan
customer management is still there due to the current de-
velopment stage, and this part of the workload is still in-
creasing at the same time with the increase of customer scale,
and there is still a certain demand for marketing sequence
personnel. On the other hand, although the traditional
oªine workload has been reduced, functions and require-
ments such as customer marketing have been strengthened,
increasing the demand for human resources in the mar-
keting sequence. We expect that, with the advancement of
digital transformation and the enhancement of the intelli-
gence level of the customer postloan management system,
the demand for marketing sequence personnel for back-end
postloan services and postloan customer management will
be further reduced in the future, continuing to release the
marketing sequence personnel workforce. ­erefore, we
believe that the positive e�ect of online individual customers
on the demand for marketing sequence human resources is
likely to be phased, and the reverse e�ect is likely to occur in
the future as the digital transformation advances, as shown
in Figure 8.

­e experimental results are shown in Figure 7, and the
F1-Score comparison results obtained from the experiments
are shown in Figure 7.
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Figure 5: Algorithm results metrics.
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­e model stabilizes at about 100 iterations, and the
model reaches the basic convergence state. Talent mea-
surement and talent evaluation are the integration of
quantitative and qualitative, and together they are two
important means of talent evaluation. ­e overall loss of the
model is minimized when the learning rate is set to 0.3, and
the model is in the best condition. When the learning rate is
less than 0.3, the overall loss value is large, and the loss value
decreases as the learning rate increases, which indicates that
the learning rate less than 0.3 does not make the model
optimal. It becomes di�cult and is not optimal for the
model. Moreover, the F1-Score comparison in Figure 7
shows that the best F1-Score is achieved at a learning rate
of 0.3. ­erefore, the learning rate is set to 0.3 in this paper,
and the subsequent experiments will be conducted at this
learning rate.

6. Conclusion

Gradient boosting tree and convolutional neural network
technology are combined to implement a recommendation
algorithm applied to human resources �eld, using the feature
transformation ability of gradient boosting tree and the
high-level feature learning ability of a convolutional oper-
ation to optimize the recommendation performance, solving
the problem of limited model feature extraction ability of
traditional recommendation algorithm, and improving the
recommendation quality. However, the lack of precise en-
terprise market positioning and the lack of e�ective mani-
festation of the demand for talents are also a di�cult
problem in enterprise HR recruitment. To address the
shortcomings of the training process of the hybrid con-
volutional neural network, the activation function, pooling
strategy, and training loss function are optimized, and the
feasibility of the optimization strategy is veri�ed by

comparison experiments, which can e�ectively improve the
quality of human resource recommendation. In the �eld of
HR recommendation, the interest degree of job seekers’ job
intention changes with time. ­e current recommendation
algorithm in this paper does not consider the temporal
factor, so in the subsequent improvement, we will try to add
the temporal factor and use the recurrent neural network
RNN model to deal with the temporal factor and optimize
the recommendation algorithm.
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