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�is study uses the video image information in sports video image analysis to realize scienti�c sports training. In recent years,
game video image analysis has referenced athletes’ sports training.�e sports video analysis is a widely used and e�ective method.
First, the you only look once (YOLO) method is explored in lightweight object detection. Second, a sports motion analysis system
based on the YOLO-OSA (you only look once-one-shot aggregation) target detection network is built based on the dense
convolutional network (DenseNet) target detection network established by the one-shot aggregation (OSA) connection. Finally,
object detection evaluation principles are used to analyze network performance and object detection in sports video. �e results
show that the more obvious the target feature, the larger the size, and the more motion information contained in the sports
category feature, the more obvious the e�ect of the detected target. �e higher the resolution of the sports video image, the higher
the model detection accuracy of the YOLO-OSA target detection network, and the richer the visual video information. In sports
video analysis, video images of the appropriate resolution are fed into the system. �e YOLO-OSA network achieved 21.70%
precision and 54.90% recall. In general, the YOLO-OSA network has certain pertinence for sports video image analysis, and it
improves the detection speed of video analysis. �e research and analysis of video in sports under the lightweight target detection
network have certain reference signi�cance.

1. Introduction

With the continuous maturity of “Internet +” technology,
the sports industry has gradually developed in the direction
of wisdom, inclusiveness, and services. Smart technology is
used to collect and distinguish the needs of mass sports
accurately. �e concept of sharing integrates sports re-
sources and realizes the online and o�ine integration of the
sports industry by enriching sports service projects and
innovating development concepts. Based on meeting the
needs of mass sports, it realizes the multiple values of the
sports industry [1–3]. With the help of social media, the
public has become an important force in promoting the
high-quality development of the sports industry. �e public
uses pedometer applications (APP) and social media plat-
forms to share and exchange sports experiences. �is

behavior has formed a new sports social model, helping
sports become a way of life for the public to share and
communicate [4, 5]. However, when videos in sports are
analyzed, there are certain drawbacks. Most sports videos
require the experience of professional scouts [6]. With the
gradual penetration of intelligent video analysis applications
in various industries, from sports to climate science, intel-
ligent video analysis applications in various industries are
changing the future [7]. Intelligent video analytics is also
known as visual arti�cial intelligence (AI), or visual AI for
short. �is technology can turn complex video data into
actionable insights to help humans manage urban traªc,
improve urban planning, increase safety in public spaces,
and even curate theatrical performance content [8, 9]. Visual
AI can improve the operational eªciency of sports venues,
improve the quality of live streaming, and evaluate athlete
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performance for athletes and fans of the sports world. It also
allows users to exercise at home to adjust their workouts
under the guidance of a fitness trainer [10].

*e Swiss “Dartfish” is the most advanced and widely
used professional motion video analysis system in the world.
It is powerful and comprehensive, with professional, project
tactical analysis, training, and other functions, especially
multiscreen comparison, video overlap analysis, key action
decomposition, video marking, and other functions, which
is particularly suitable for the sports field [11]. *erefore,
Dartfish not only uses diagrams for analysis and time
stamping but also enables real-time actions to be compared
with typical characteristics, allowing experts and athletes to
see the most important elements immediately [12]. Bilai and
Hanif used histogram of oriented gradient (HOG) for fea-
ture extraction and support vector machine (SVM) as a
classifier for pedestrian detection. After extensive testing,
HOG hybrid SVM is a pedestrian detection method with a
better balance between speed and effect [13]. In 2019, fully
convolutional one-stage object detection (FCOS) in object
detection algorithms prevailed in the society. *e algorithm
uses detection heads with shared weights, that is, using the
same set of convolutions to predict detection boxes for the
multiscale feature map of feature pyramid network (FPN).
*en, each layer uses a learnable scale value to solve the
object detection problem in a pixel-by-pixel prediction
manner, like semantic segmentation [14]. *e FCOS algo-
rithm is not the first to propose the use of a full-scroller
network for object detection. DenseBox is also an algorithm
based on fully convolutional network (FCN) [15]. FCOS will
predict a 4-dimensional vector plus a piece of category
information for each point on the feature map, that is, each
point on the feature map of width by height (W×H).
Channels are set to 5. In fact, this is like semantic seg-
mentation, except that there is four more bounding box
offset information [16]. When FCOS is lightweight, the
model effect is not as good as expected because the cen-
terness branch of FCOS is difficult to converge on light-
weight models [17]. Chen and Qin proposed the generalized
focal loss function. *is function can remove the centerness
branch of FCOS and save a lot of convolutions on this
branch, thereby reducing the computational overhead of the
detection head, which is very suitable for lightweight de-
ployment on mobile terminals [18]. Koo et al. used you only
look once (YOLO) to achieve real-time object detection used
in cutting-edge technologies such as self-driving cars [19].

Target detection and recognition methods based on deep
learning have become mainstream. *e study deeply dis-
cusses the regression-based target detection and recognition
algorithm and optimizes the YOLOmethod.*e lightweight
target detection method is applied to sports, which not only
combines the current technical methods with practice but
also highlights the characteristics of the era of sports op-
eration. *ese provide a video analysis research method for
sports and a new path for the economic development of the
sports industry.

*is study aims to use the video image information in
sports video image analysis to realize scientific sports
training. First, the YOLO method in lightweight object

detection is explored. Second, based on the one-shot ag-
gregation (OSA) connection, the dense convolutional net-
work (DenseNet) is established, and the sports analysis
system is established based on the you only look once-one-
shot aggregation (YOLO-OSA) target detection network.
Finally, object detection evaluation principles are used to
analyze network performance and object detection in sports
video. *is study has certain reference significance for the
research and analysis of video in sports under the lightweight
target detection network.

2. Object Detection Network Method

2.1. YOLO Target Detection. Deep learning target detection
has been developed for many years, from two-stage to one-
stage, from anchor-base to anchor-free, and then to a
transformer for target detection. Various methods are
blooming. However, in mobile target detection algorithms,
anchor-base models such as the YOLO series and single shot
multiBox detector (SSD) have always dominated [20].
YOLO can input a picture and directly output the result,
including the name and score of the box and objects in the
box [21]. *e principle of YOLO target detection is shown in
Figure 1.

In Figure 1, first, the size of the sports picture is fixed.
*e input image is divided into an n∗ n grid, and classifi-
cation and localization are performed on each grid. Com-
pared to sliding windows, this greatly reduces the amount of
computation. Before YOLO performs detection, the image
has meshed. When an object’s center falls within a grid, that
grid is responsible for predicting the object. Each grid needs
to predict a bounding box, and each bounding box needs to
predict a confidence value in addition to its own position.
*is confidence value represents the confidence of the object
in the predicted box (what object is contained in the grid and
the accuracy of predicting this object) and the multiple
information predicted by this box. By dividing the image
into multiple blocks, a tensor with the same number of
blocks is directly output. *e prediction vector of each block
determines whether it has a target and what type it is, and the
correct calculation of the specific position is shown in the
following equation:

Pr(Object)∗ IOU
truth
pred . (1)

In the equation, if an object falls in a grid unit, then the
first item takes 1; otherwise, it takes 0.*e second term is the
intersection over union (IoU) value between the predicted
bounding box and the actual bounding box. When there is
no object in the box, the entire confidence will become 0.
However, with the evolution of time, there is a lack of
lightness in the application, and the practical application is
not strong.

2.2. Lightweight Object Detection Network Based on OSA
Connection. Different networks are introduced to optimize
the object detection model. *e inception series is different
from the residual network (ResNet). *e inception network
mainly improves the network structure from the width of the
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network to improve the expressive ability of the network.
ResNet mainly improves the network structure from the
depth of the network to improve the expressive ability.
DenseNet explores the potential of the network through
feature map reuse. DenseNet can make the input of each
layer of the network become the superposition of all pre-
vious layers. *en, its feature map is passed to all subsequent
network layers [22]. *e 5-layer dense block structure of the
DenseNet network with a growth rate of 4 is shown in
Figure 2.

In Figure 2, a growth rate of 4 means that the output
feature map dimension of each dense layer is 4. A 5-layer
dense block represents 5 BN-ReLU-Conv (3∗ 3) layers. All
layers are directly connected to ensure the maximum in-
formation flow between layers. In order to maintain the
feed-forward feature, the input of each layer is the output of
all previous layers, and its own feature map results are also
used as the input of the subsequent layers. DenseNet
consists of dense blocks. In these blocks, the layers are
closely connected, and each layer takes its input from the
output feature map of the previous layer. *is extreme
reusability of residuals results in deep supervision, with
each layer receiving more supervision from the previous
layer, so the loss function will react accordingly. In dense
blocks, a single block consists of batch normalization,
ReLU activation, and 3 × 3 convolution. Transition Layer.
In ResNet, the summation of residuals is performed, while
DenseNet concatenates all feature maps together. Batch

normalization, convolutional layer, and average pooling
constitute the transition layer. DenseNet’s convolutions
generate fewer feature maps. DenseNet has lower
requirements for wide layers. With tight connections be-
tween layers, it learns features with little redundancy. *e
number of output feature maps of a layer is defined as the
growth rate. Ultimately, the growth rate controls howmuch
new information each layer contributes to the global [23].
*e input and output transformation graphs of the first
convolutional layer in the dense block are shown in the
following equation:

xl � Hl x0, x1,...,xl−1
􏽨 􏽩􏼐 􏼑. (2)

In the equation, [x0, x1,...,xl−1
] is the output feature of the

0th layer to the l − 1th layer in the module. Hl completes
nonlinear transformation for the lth convolutional layer.*e
residual connection module of the input and output
transformation of the first convolutional layer is shown in
the following equation:

xl � Hl xl−1( 􏼁 + xl−1. (3)

In the equation, l is the representation layer, xl is the
output of the l layer, xl−1 is the output of the l− 1 layer, and
Hl is a nonlinear transformation. *erefore, for ResNet, the
output of layer l is the output of layer l− 1 plus a nonlinear
transformation of the output of layer l− 1. *e core module
of DenseNet is the dense block. *is dense connection

Figure 1: *e principle of YOLO target detection.
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aggregates all previous layers, resulting in a linear increase in
the input of each layer. *e output of each layer is fixed size,
limited by floating-point operands and model parameters.
*e problem with it is that the input and output are in-
consistent. Currently, the network model is not optimal. In
addition, due to the large input, DenseNet uses a 1× 1
convolutional layer to compress the features first. *e in-
troduction of this extra layer is detrimental to the efficient
computation of the graphics processing unit (GPU).
*erefore, although DenseNet’s floating-point operations
and model parameters are not large, the inference is not
efficient. When the input is large, more memory and in-
ference time are often required. *erefore, although the
floating point operations (FLOPs) and model parameters of
DenseNet are not large, the inference is not efficient. It tends
to require more memory and inference time when the input
is larger. *e OSA connection is proposed, as shown in
Figure 3.

In Figure 3, F is a floating-point operand. X is the output
value of all layers. *at is, all previous layers are aggregated
only at the last time. *is connection change will solve the
problems described earlier in DenseNet. *e number of
input channels of each layer is fixed, assuming that the
number of output channels is consistent with the input to
obtain the smallest memory access cost and no longer needs
1× 1 convolutional layers to compress features. *e OSA
module is computationally efficient [24].*e OSAmodule is
shown in Figure 4.

In Figure 4, the module containsm convolutional layers.
f is the output of each convolutional layer along with the
input channel. g is the channel number of the input module.
At the end of the OSA module, the outputs of the m con-
volutional layers are superimposed with the input channels
of the OSA module. If the number of superimposed is too
large, a 1∗ 1 convolutional layer is added at the end of the
OSA module for the compression module. Finally, each
stage uses a max-pooling layer for downsampling. Like other
networks, the number of feature channels is increased after
each downsampling.

2.3. Sports Video Analysis System. Sports is a social activity,
in which people follow the growth and development laws of
the human body and the laws of physical activity through

physical exercise, technology, training, competitive com-
petitions, and other methods to enhance physical fitness,
improve the level of sports technology, and enrich cultural
life. It is a general term for all competitive physical activities
that provide entertainment to participants through the use,
maintenance, or improvement of physical fitness, and or-
ganized or unorganized participation. *ere are hundreds of
sports in the world, and their forms vary widely. Some only
require two people to complete, while others require mul-
tiple teams to complete [25]. *e main categories of sports
are listed in Table 1.

In Table 1, different sports models have the characteristics
of fast target movement and fast change of target speed in
sports videos.*erefore, four motion models such as uniform
velocity, uniform acceleration, rest, and collision are pro-
posed. In sports events, single data statistics and unstructured
video recordings have certain limitations and do not produce
much value. Combining statistics and video to structure and
refine video data can assist sports events and sports training
and provide valuable solutions. *e 3D panoramic video
surveillance and video processing flow are shown in Figure 5.

In Figure 5, the video image is preprocessed and noise
removed. *e geometrically distorted images are corrected.
Additionally, a histogram equalization image enhancement
algorithm is incorporated. *e images with lower definition
are image enhanced, and the frame image registration al-
gorithm is used to complete the image feature point de-
tection, feature description, and feature matching. *e
overlapping parts between the images are aligned.*e image
to be stitched is transformed into the coordinate system of
the reference image to form a complete image. *e frame
image fusion algorithm is used to fuse the overlapping areas
of the splicing so that the color gradually transitions, ensures
the smooth transition of the splicing boundary, eliminates
the splicing line, and generates a smooth and seamless
panoramic video image. Multiple monitoring probes are
equipped with an embedded processor, a video acquisition
module connected with the embedded processor for video
image acquisition in the monitoring area, and a video
processing module for video processing of the collected
video images and positioning of the probe position [26]. In
addition, for moving video, the principle diagram of the
background difference method in the process of target de-
tection is shown in Figure 6.
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Figure 2: DenseNet 5-layer dense block structure with a net growth rate of 4.
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In Figure 6, the basic idea of the background difference
method is to compare the input image with the background
model. *e moving objects are segmented by judging
changes in features such as grayscale or using changes in
statistical information such as histograms. First, the

background image frame B and the stored background
image are established [27]. *e difference in image calcu-
lation is shown in the following equation:

Dn(x, y) � fn(x, y) − B(x, y)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌, (4)

X
FFFF

Figure 3: OSA connection.
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Figure 4: OSA module.

Table 1: Main categories of sports.

Sports category Features
Athletics Adversarial, mobilizing, technical, international, and recognized
Entertainment sports Amateur, recreational, and recreational
Popular sports Extensive
Medical sports Active, restorative, and therapeutic

Video capture module Video processing module

Embedded processor

GPS module First communication
module

Figure 5: 3D panoramic video surveillance and video processing flow.
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where B(x, y) and fn(x, y) are the grayscale values of the
pixels corresponding to the background frame and the
current frame. Dn(x, y) is the grayscale value of the dif-
ferential image. *e binarization processing calculation is
shown in the following equation:

Rn
′(x, y) �

255, Dn(x, y)> 1,

0, else.
􏼨 (5)

In the equation, Rn
′(x, y) is a binarized image, in which

the point with a gray value of 255 is the foreground (moving
target) point, and the point with a gray value of 0 is the
background point. When the subtraction of the current
frame and the background image is greater than a certain
threshold, the pixel is determined to be the foreground
target: the input image is subtracted from the background
image, and T is the threshold or difference. After

Figure 6: Schematic diagram of background difference method.
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Figure 7: Sports analysis system based on YOLO-OSA target detection network.
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thresholding, the point corresponding to the 0 value in the
image is the background image, and the point corresponding
to the 1 value is the moving pixel in the scene. *e sports
analysis system based on the YOLO-OSA target detection
network is shown in Figure 7.

In Figure 7, target detection in sports videos is solved
based on the YOLO-OSA target detection network. First, the
video obtained through the camera is punched. Second, the
target detection network enters the working mode to per-
form sports video control, target calibration, target tracking,
and motion tracking analysis.

2.4. Principles ofModel Evaluation. *e IOU of the standard
frame predicted by the system model and the real frame is
greater than or equal to 0.5, and the sports target recognition
is correct. *e system adopts the accuracy rate, precision
rate, recall rate, and average precision as the system eval-
uation principles [28]:

(1) *e accuracy rate is the percentage of correctly
predicted samples in the total samples. Although the
accuracy rate can judge the correct overall rate, in the
case of unbalanced positive and negative samples, the
evaluation index of the accuracy rate has a great
defect. For example, in the total sample, positive
samples account for 90%, and negative samples
account for 10%. In this case, it is only necessary to
predict all samples as positive samples to get high
accuracy of 90%. *e calculation is shown in the
following equation:

A(accuracy) �
TP + TN

TP + TN + FP + FN
. (6)

True positive (TP) is the number of positive samples
that are correctly identified. True negative (TN) is the
number of correctly identified negative samples.
False positive (FP) is the number of negative samples
that are incorrectly identified as positive samples.
False negative (FN) is the number of positive samples
that are falsely identified as negative samples.

(2) Accuracy Rate. *e accuracy rate is also called the
precision rate. *e percentage of positive samples
that are correctly predicted to all detected (predicted
as positive) samples is for the prediction results. *e
calculation is shown in equation (7):

P(precision) �
TP

TP + FP
. (7)

(3) Recall Rate. *e recall rate is the proportion of
positive samples that are correctly predicted to all
positive samples (ground truth). It is for the original
sample. *e calculation is shown in the following
equation:

R(recall) �
TP

TP + FN
. (8)

(4) Average Precision. Average precision is a perfor-
mance metric for this class of algorithms that predict
target locations as well as classes. *e calculation is
shown in the following equation:

AP(average precision) �
􏽐0,0.1,...,1.0Psmooth(i)

11
. (9)

In the equation, P is the value of different recall rates.
􏽐0,0.1,...,1.0Psmooth(i) is the precision of the recall rate,
Recall � 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1{ }. Mean
average precision (MAP) is the average of multiple categories
of AP. Mean means that the AP obtained under each category
is averaged.*e value range ofMAP is [0, 1]. In this range, the
larger the MAP value, the higher the average accuracy.

3. Results and Discussion

3.1.Analysis of SportsVideoTargetDetectionunder theYOLO-
OSA Target Detection Network. *rough the sports video
analysis under different sports types under the YOLO-OSA
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target detection network, the sports video target detection
analysis is shown in Figure 8.

Figure 8 shows the detection accuracy of video objects in
each category of sports by YOLO-OSA. *e target detection
accuracy rate of competitive sports is 61.30%, the recall rate
is 66.80%, and theMAP value is 62.50%.*e accuracy rate of
entertainment sports and target detection is 23.30%, the
recall rate is 45.50%, and the MAP value is 36.30%. *e
accuracy rate of mass sports target detection is 21.70%, the
recall rate is 54.90%, and the MAP value is 39.40%. *e
accuracy rate of medical sports target detection is 18.30%,
the recall rate is 55.90%, and the MAP value is 35.70%.
According to the sports category characteristics, the more
obvious the target features, the larger the size, and the more
motion information contained, the more obvious the effect
of the detected target.

3.2. 9e Influence of Different Sports Video Input Resolutions
on the YOLO-OSA Target Detection Network. Sports video
images at different resolutions test the performance of the
YOLO-OSA object detection network. *e “horizontal pixel
number∗ vertical pixel number” of the video image is used
to express the video image, and the videos with different
pixel sizes of 416∗ 416, 608∗ 608, and 832∗ 832 are de-
tected, respectively. *e influence of sports video images at
different resolutions on the YOLO-OSA target detection
network is shown in Figure 9.

In Figure 9, the higher the resolution of the sports video
image, the higher the model detection accuracy of the
YOLO-OSA target detection network, and the richer the
visual video information. However, the higher the resolution
of the sports video image, the longer the detection time of a
single frame, which means the higher the resolution of the
video image. *e amount of computation and access to the
network reduces the computation speed of the network.
*erefore, in sports video analysis, video images of ap-
propriate resolution size are selected for input into the
system.

3.3. Performance Comparison of Sports Video Analysis under
Different Networks. *e core idea of YOLO is to use the
entire image as the network’s input. Multiple down-
sampling layers are employed at the output layer to regress
the location of the bounding box and the class, to which it
belongs. *e object features learned by the network are
not fine, so it also affects the detection effect. *e OSA
connection and the digital signal processing (DSP)
method are used to make up for the shortcomings of the
YOLO method. Each stage of the OSA connection uses a
max-pooling layer for downsampling and no longer
requires a 1 × 1 convolutional layer to compress features.
*erefore, the OSA module is GPU computationally
efficient. You only look once-digital signal processing
(YOLO-DSP) algorithm is feasible in identifying me-
dium or large-size objects in unrestricted natural scenes.
*e proposed lightweight target detection network uses
the YOLO network, YOLO-OSA network, and you only
look once-digital signal processing (YOLO-DSP) net-
work for performance analysis under the sports video
dataset. A dataset is obtained from the University of
Florida Sports Behavior Database, which consists of a
series of actions collected from various sports, con-
taining 150 sequences. *e resolution is 720∗ 480, and
this set represents the natural action pool in various
scenes and viewpoints. *e resolution is uniformly set to
800, and the confidence is set to 0.01. *e performance
comparison of sports video analysis under different
models is shown in Figure 10.

In Figure 10, the network structure and the multiscale
improved YOLO-OSA network obtained 21.70% precision
and 54.90% recall. *is is an increase of 6.80% and 6.50%,
respectively, compared to YOLO. *e YOLO-DSP network
achieves 13.20% precision and 43.90% recall. *e average
detection accuracy of the YOLO-OSA network is higher
than other networks and 10.00% higher than that of the
YOLO-DSP, indicating that the YOLO-OSA network has a
certain pertinence for the analysis of sports video images and
improves the detection speed.
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Figure 10: Performance comparison of sports video analysis under different networks.
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4. Conclusions

At present, most of the target tracking methods are based on
a static background. *e frame difference between the target
and the background is used to extract the contour infor-
mation of the moving target to obtain the moving position of
the target. However, in sports videos, the camera often
moves violently, and the background changes every mo-
ment, so it is difficult to use the background frame difference
to obtain the moving position of the target. *rough the
YOLO-OSA target detection network to conduct sports
video analysis research, the results show that the average
detection accuracy of the YOLO-OSA network is higher
than that of other networks. Sports video image analysis has
certain pertinence and improves the detection speed. Under
the lightweight target detection network, video research and
analysis in sports have certain reference significance. *e
development of the sports industry itself is very important
for national economic development. In the future, the sports
industry can use scientific definitions and suggestions in
sports video analysis to make standardized and creative
sports industry development. *is industry will be able to
regulate the marketization of the sports industry better, thus
promoting the development of the national social economy.
In terms of the design model method, this study is based on
the YOLO implementation model. In view of the endless
network structures of efficient feature extraction of light-
weight target detection networks, it is hoped to improve the
detection accuracy of the lightweight target while ensuring
the detection speed. In sports videos, the increase in data
amount reduces the processing speed. In the future, the
study will be able to design a more efficient detection model
for unified training of different targets.
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