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In this paper, we use a particle swarm optimization neural network algorithm to analyze the teaching data of physical education
faculties and evaluate the quality of teaching in physical education faculties. By studying and analyzing the optimization problem
of the weight parameters of convolutional neural network training, this paper designs a hybrid algorithm combining the improved
PSO algorithm and the traditional gradient descent in the framework of the BP algorithm by using the gradient information of the
loss function and the principle of group cooperative search through PSO algorithm. The hybrid algorithm takes the loss function
as the objective function, based on the principle of the PSO algorithm, and optimizes the objective function by combining the
gradient information of the loss function of the convolutional neural network. The convergence speed and global search ability of
the algorithm are effectively improved while ensuring an acceptable increase in computation. The weight values of the three-level
indicators of teacher teaching behavior, student learning behavior, and teaching environment relative to the teaching quality of
physical education classroom are 0.106, 0.634, and 0.260, respectively, which shows that the dimension of student learning
behavior has the highest weight value in the evaluation of physical education classroom teaching quality, followed by teaching
environment and finally teacher teaching behavior. Teachers’ teaching ability will affect the effect of teaching methods, and the

stronger the teaching ability is, the better the selection and utilization of teaching methods can be optimized.

1. Introduction

Among the many aspects of college reform, information
construction is an extremely important part of it. Various
data and pieces of information are characterized by a large
amount data, various types, and varying degrees of im-
portance [1]. In the past, the construction of information
resources in colleges and universities lagged, and a large
amount of information storage stayed on physical media
such as paper, which seriously affected the utilization effi-
ciency of these information resources. Institutions can adopt
advanced information technology to build informalized
campuses according to their own needs [2]. In the con-
struction of informatization, the relevant departments of
colleges and universities provide all kinds of information
and data resources through advanced network and database
technologies, analyze and process these resources, and make
more effective decisions in an informative way. These

measures help improve the management efficiency of col-
leges and universities, strengthen the quality of teaching, and
promote the development of scientific research and teaching
and research, as well as developing their reform work in all
aspects. These data reflect the information of a student
before and after enrolment [3]. This information shows the
status of a student in various aspects and is closely related to
the student’s performance in school. In a variety of ways, it is
possible to predict what problems a student may have in the
tuture. For example, a student’s performance may be affected
by the fact that he or she may not pass many courses on time
and may not be able to pass a make-up exam or retake an
exam before graduation. Information technology manage-
ment in higher education can use existing data to analyze
and prepare for problems before they occur.

There are increased data in the database of colleges and
universities, and the traditional statistical means are cannot
currently meet the needs of colleges and universities to
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cultivate talents. However, the use of the system by school
administrators and school leaders at this stage only stays at
the primary stage [4]. After such a long time of use and
operation, the school systems have not organized and an-
alyzed the data in the database, and the potential value
hidden in the data has not been unearthed, and the data
resources are not effectively used. The administrators have
no way to identify each student with problems, much less to
provide guidance and help to each student with academic
problems. When the activation function of the hidden unit
of the neural network has an inflection point, according to
the discussion of the above cases 3 and 4, the minimum value
of the first derivative of the activation function is at the two
ends or the inflection point of the definition domain.
Therefore, how to make full use of students’ academic
achievement data and students’ behavior data in school,
analyze the laws and correlations existing in the data
through the combination of achievement and behavior, and
use these laws and correlations reasonably to provide sci-
entific data support for school development, to further
improve the quality of teaching management, has become a
research topic and an opportunity for universities [5]. How
to use the potential value hidden in big data to guide
teaching decisions, improve teaching quality, and optimize
teachers’ teaching behaviors is not only an opportunity for
education modernization, but also a challenge for education
development.

Solving specific problems with neural networks involves
the selection of a network model. Because of its parallelism,
robustness, fault tolerance, and generality, feedforward
neural networks (FNN) and their gradient learning-based
backpropagation (BP) algorithms have been widely used in
image processing, speech recognition, time series prediction,
robot control, nonlinear optimization, and other fields.
Feedforward neural networks are simple in structure and
widely used, capable of approximating arbitrary continuous
functions and square productive functions with arbitrary
accuracy, and they can accurately implement any finite set of
training samples. In this paper, we use the algorithm to
optimize the stochastic feedforward neural network, mainly
including the optimization of a single-hidden-layer sto-
chastic feedforward neural network, integrated stochastic
feedforward neural network, and deep stochastic feedfor-
ward neural network, and the related research provides new
ideas for the improvement of feedforward neural network
performance and swarms intelligence optimization
algorithm.

2. Intelligent Analysis of Supply Chain
Coordination Based on the Internet of Things

A comprehensive analysis of research related to educational
data mining from 1995 to 2005 is presented, which describes
the need to analyze student data, which researchers analyze
at a deeper level, and then make the data analysis results
available for use by students, educators, and administrators.
Educational data mining techniques are used to analyze
students’ classroom behaviors. The analysis of this data
allows for timely correction of students’ misbehavior in the
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classroom while identifying students who need special at-
tention from the data and, based on the identified data,
developing appropriate teaching measures to stop student
misbehavior and improve student performance promptly
[6]. Data clustering mainly aggregates and categorizes data
collected from different data sources. Data conversion is
mainly to reprocess the classified data and convert it
according to the data requirements of the selected data
mining algorithm. It is pointed out that six main factors
from the human factor are mainly teachers and students.
Secondly, the teaching process is mainly the selection and
arrangement of teaching contents, the design, and appli-
cation of physical education means and methods. And from
the perspective of teaching inputs, there are mainly sports
venue facilities, sports teaching management, and sports
teaching environment [7]. These two studies give a relatively
comprehensive overview of the main factors affecting the
quality of physical education teaching, but the identified
influencing factors are slightly broader and detached from
the most direct influencing factors affecting the classroom
itself [8]. In terms of the human element, it is mainly
teachers and students; in terms of the physical element, the
analysis mainly refers to the things associated with physical
education, mainly involving specific hardware facilities; in
terms of the physical element, it mainly refers to the things
closely related to physical education classroom teachings,
such as the writing of physical education lesson plans, the
arrangement of physical education teaching tasks, the
classroom teaching evaluation, and the avoidance of
teaching safety hazards that exist in the classroom [9]. The
influences identified in this study are relatively compre-
hensive and closely related to the classroom itself, but the
analysis of each level is relatively simple while remaining
slightly broad in scope.

Inadequate understanding of the dynamic and devel-
opmental changes in the teaching system and the miscon-
ception of teaching as a fully closed system are among the
many shortcomings of the current evaluation of the quality
of physical education in China [10]. The fifth is the research
on the concept of physical education quality evaluation.
While reviewing the literature, it is found that no unified
understanding has been reached about the concept of ed-
ucation quality [11-13]. Some researchers equate with
physical education teaching evaluation, so that the teaching
process will be involved in the construction of the physical
education teaching quality evaluation system [14]. However,
the evaluation of quality should point to the learning out-
comes and should not involve the evaluation of the teaching
process. Features are attributes that are meaningful in a
dataset for the modelling task. Since features in real datasets
are often derived directly from the real world, not all at-
tributes are meant for data training, and there is a large
redundancy of attributes in real datasets [15]. Attributes
need to be selected before training to ensure the efficiency
and accuracy of training. Also, for the selected attributes,
there may be problems such as unintuitive and misleading.

Machine learning-based algorithms are prone to en-
counter the problem of slow training convergence and high
time complexity when performing feature extraction from
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student data [16]. The appropriate learning rate and acti-
vation function are selected. The collected data are analyzed
and explained, and a preliminary preprocessing method is
adopted. Next, we discuss the construction process of the
academic early warning for colleges and universities. Sim-
ulation experiments and result analysis are conducted for the
constructed models to verify the validity and accuracy of the
models.

3. Particle Swarm Optimization Neural
Network Sports Faculty Teaching Quality
Data Analysis Model

3.1. Particle Swarm Optimization Neural Network Algorithm
Design. Compared with the feedforward neural network
learning algorithm based on gradient descent, the traditional
overload learning machine requires too many hidden-layer
units due to the random selection of input layer weights and
hidden unit thresholds. Too many hidden-layer units in-
crease the complexity of the network on the one hand, which
easily leads to overlearning and thus affects the general-
ization ability of the network; on the other hand, too many
hidden units affect the conditional performance of the
network, thus affecting the stability of the network.

In general, a good robustness network generally also has
good generalization performance [17]. Good robustness
means that the output of the network is not highly sensitive
to changes in the input, such that the network has better fault
tolerance and interference resistance. Conventional over-
the-limit learning machines will select the optimal weights
and thresholds with low probability when setting the input
layer weights and hidden cell thresholds randomly, so it is
necessary to filter the weights and thresholds. The robustness
of the network can be defined by the input-output sensi-
tivity. Cell thresholds are to obtain a network with better
robustness while ensuring the convergence accuracy of the
transcendental learning machine.

Based on the network input layer weights and hidden cell
thresholds represented by each particle, the corresponding
network output layer weights are calculated according to (1)
in combination with the training dataset. To avoid causing
overlearning of the single-hidden-layer network, the fitness
function value of each particle is defined as the root mean
square error (RMSE) of the corresponding network on the
validation set, as shown in (2). The purpose of teaching
quality evaluation is of great significance to the formulation
of evaluation standards, the determination of evaluation
content, the selection of evaluation methods, and the pro-
cessing of evaluation results.

fo= L "Zgl woig(whi TXj bj) + fj"Z, (1)

P, :{Pi’ f(Py) < f(Py),

P, others.

(2)

With the increase of dimensionality, the data sparsity
becomes increasingly obvious, which leads to the fact that
the difference between the maximum and minimum dis-
tances between the particle swarms in space tends to 0 with
the increase of dimensionality under the traditional metric;
that is, the distance metric between particles loses its
meaning, and the similarity information between particles in
the particle swarm is easily overwhelmed by a few dimen-
sions with large differences in values [18]. In the PSO al-
gorithm, the evolution of particles is realized by the
information transfer of the whole population, and the
sparsity of such high-dimensional data will make the iter-
ation of particles invalid.

For different research contents and research purposes,
the distance of data points in the research space needs to be
selected as a suitable distance function. Let us measure the
two points in the d-dimensional space X = (x,x,,...,x,)
and Y = (¥, 5, ..., ¥4), and the common traditional dis-
tance functions are Euclidean distance, Chebyshev distance,
Ming’s distance, etc., whose specific expressions are

D, (x,y) = (3)

Due to the characteristics of high-dimensional space
with high data dimensionality and sparse data distribution,
the results obtained by using traditional metric algorithms to
measure the data in high-dimensional space are often
meaningless. To address this problem, many scholars have
designed and proposed some improved metric functions and
effectively applied them to the study of high-dimensional
data.

Thus, each particle adjusts its flight direction using the
best position it has flown, that is, the individual historical
optimum Post, and the best particle among its neighboring
particles, that is, the global optimum Guest.

It may be assumed that the position of the ith particle at
the tenth time step is Xi(t), and the position update of the
particle is changed by adding the velocity vector to the
original position vector, as shown in

X, () = X, (t-1) =V, (t - 1), (4)

There are the individual empirical information of the
particle and the social exchange of information with the
particles in the neighborhood. The empirical information of
a particle is called the cognitive component and is pro-
portional to the distance between the particle and its his-
torical optimal position. The social exchange of information
of a particle is called the social part, as shown in Figure 1.

For local PSO, the topology of the population is a ring
topology, and the domain of each particle includes two
adjacent particles. The particle velocity update formula of
local PSO is also (4), where each particle social exchange
partly gets information from its neighborhood, and the
social information is the optimal particle in the whole
neighborhood, which responds to the local information of
the environment. Colleges and universities should
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FiGgure 1: Flowchart of basic PSO.

strengthen the publicity of the evaluation of teaching quality
in public physical education classrooms, so that students can
understand the significance of their own evaluation of
teachers’ teaching quality. In the local PSO, there is no
association between the particles in a certain neighborhood
because the neighborhood is established only by the sub-
scripts of the particles [19]. Considering the neighborhood
of particles from their subscripts helps with the fact that the
neighborhood of each particle is established from the
distance.
Max_t +t
w(t) = w(Max_t) + (w(0)) + w(Max_t) ——. (5)
Max_t
The size of the particle neighborhood indicates the de-
gree of social information exchange in the particle opti-
mization process. A smaller neighborhood is one in which
less information is shared among the particles, but the di-
versity of the population is better, and thus the particles
converge more slowly but have a higher probability of
converging to the optimal solution. To balance the con-
vergence speed and accuracy of the particles, the population
is initially optimized with a smaller neighborhood, and the
neighborhood of the particles can be gradually expanded to
increase the convergence speed of the population as the
optimization progresses.

2K
Y v - el ©)

Therefore, a larger value of inertia weight makes the
particles fly freely at their previous speed, which is conducive
to expanding the search space and improving the variability
among particles in the population, which means that the

particle adjusts its flight direction to a greater extent
according to the individual historical optimal position and
the population’s global optimal position, thus improving the
local exploitation ability of the population, but also weak-
ening the global detection ability of the population. A
reasonable value of inertia weights can effectively balance the
detection and exploitation ability of the population. Gen-
erally, in the early stage of population iteration, a larger
inertia weight value is chosen to enable the population to
detect the solution space effectively; in the later stage of the
search, a smaller inertia weight value is chosen to enable the
population to quickly perform local optimization search to
achieve effective exploitation.

Both approaches aim to balance the detection and ex-
ploitation capabilities of the population and the quality of
the searched solutions. This is an education and teaching
platform jointly built by teachers and students. A good
teaching environment can not only stimulate students’ in-
terest in sports learning. Larger inertia weights and scaling
factors can improve the population’s ability to detect the
region of the solution, as shown in Figure 2, and smaller
inertia weights and scaling factors can improve the pop-
ulation’s ability to exploit the optimal solution in a specific
region.

When the neural network hidden unit activation func-
tion has no inflection point and is monotonically increasing
or monotonically decreasing, when the minimum value of
the function is at both ends of the definition domain, then
the network with low input-output sensitivity is near both
ends of the definition domain. When the neural network
hidden unit activation function has an inflection point, the
activation function first-order derivative minimum is at both
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FIGURE 2: Educational data mining process.

ends of the definition domain or the inflection point
according to the discussion of Case 3 and Case 4 above.
Therefore, the network with low input-output sensitivity is
near the ends or inflection points of the definition domain.

The data preprocessing stage focuses on the initial
processing and collation of the raw collected data. The
original data is collected from multiple data sources, which
appears to be disorganized and contains certain missing,
noisy, and inconsistent data, so that it is impossible to di-
rectly carry out data mining work, so the researcher needs to
process the original data before carrying out data mining
work and convert the original disorganized data into nor-
mative data that meets the requirements of data mining. The
training time of ELM based on heuristic optimization is
roughly the same. Although the number of hidden units in
the network constructed by these algorithms is small, the
time overhead is higher than that of traditional ELM. It
mainly contains three processes: data cleaning, data clus-
tering, and data conversion.

For noise filtering, we use data relevance to supplement
the missing data, so that the data has a certain degree of
integrity; data clustering is mainly to aggregate and cate-
gorizes data collected from different data sources to improve
the efficiency of data mining; data conversion is mainly to
process the categorized data again, following the selected
data mining. Data conversion is mainly to reprocess the
categorized data and convert it into the data format required
by the data mining algorithm following the data require-
ments of the selected data mining algorithm, to lay the
foundation for the data mining work.

When implementing this link, first, we need to clarify the
data itself, according to the data characteristics and appli-
cation scenarios to choose the appropriate data mining al-
gorithms, such as clustering, regression, association rules,
and decision trees. Secondly, based on the algorithm for data
mining, and in the process of continuous adjustment of data,
finally generate a corresponding model in the data.

3.2. Teaching Quality Data Analysis Model Design of Sports
Faculties. In the teaching process, the elements that can
influence students’ learning activities are multiple, both
internal and external factors [20]. The external factors are
mainly teaching methods and the teaching environment.
And the internal factors mainly involve students’ learning
ability, learning interest, and motivation. Through the
analysis of literature, this paper interprets the student factor
to mean the specific performance of students’ influence on
the quality of physical education teaching in teaching ac-
tivities. It mainly includes students’ learning interests and
motivation as well as learning ability.

The basic form of realizing private undergraduate ed-
ucation is classroom teaching, and classroom teaching is the
driving force to achieve reform and innovation develop-
ment. The evaluation of classroom teaching quality is to
evaluate teachers’ classroom teaching ability and urge them
to continuously improve their teaching ability to ensure that
students get good learning results. The purpose of public
physical education classroom teaching quality evaluation
refers to the goals and requirements to be achieved by



physical education classroom education quality evaluation
activities, and the behavior of teaching quality assessment
activities can be standardized throughout the process of
physical education classroom teaching quality evaluation
practice. So, the purpose of teaching quality evaluation must
be clarified before implementing public. When evaluating
teaching quality in public physical education classrooms, it
should be clear why the evaluation should be conducted.

X - x + min (X)
"W max (X) + min (X)

x 100%. (7)

From Figure 3, it can be seen that 77 people (81.05% of
the total) think that the purpose of public classroom is to
provide a basis for teachers’ appointment, promotion, re-
ward, and punishment, ranking first in the purpose of
physical education classroom teaching quality evaluation; 59
people (62.10% of the total) think that the purpose of
evaluation is to promote teachers’ improvement in teaching,
ranking second. The hybrid optimization algorithm based on
the improved PSO algorithm not only uses the gradient
information of the loss function to ensure the convergence
speed of the algorithm, but also maintains the global search
ability of the PSO algorithm particle swarm cooperative
search. The third place was occupied by 55 people (57.89% of
the total) who thought that the purpose of teaching in public
physical education classes was in the fourth place and was
occupied by 51 people (53.68% of the total) who thought that
the purpose of evaluating the quality of teaching in public
physical education classes was to optimize school man-
agement; the fourth place was occupied by 43 people (45% of
the total) who thought that the purpose of evaluating the
quality of teaching in public physical education classes was
to provide a basis for teachers’ training and further training.
The fifth place is occupied by 43 students, accounting for
45.26% of the total number of students [21]. The purpose of
public physical education classroom teaching quality eval-
uation is mainly a motivational tool for schools to promote
teachers’ classroom teaching, and through the feedback of
evaluation, teachers can correct their shortcomings in time,
promote the continuous improvement of teachers’ teaching
quality, and realize teachers’ personal development, but at
this stage, the purpose of public is mostly linked to titles and
promotions and fails to evaluate from the purpose of im-
proving teachers’ teaching quality and promoting teachers’
development.

68.20% of students evaluate the teaching quality of public
physical education classrooms because of school regulations
[21]. Most colleges and universities link students’ final
grades with teaching quality evaluation, and students will
not be able to check their final grades if they do not evaluate
their teaching, so students simply and quickly evaluate their
teaching to cope with school requirements, and the results of
evaluation do not reflect the real level of teachers. Students
do not have a clear understanding.

From the above three theoretical bases, the principles of
physical education, unilaterally evaluating the teaching
quality of physical education classroom from students’
learning effect, teachers’ teaching effect, or teaching
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FIGURE 3: Statistics on the awareness of the purpose of public
physical education classroom teaching quality evaluation.

environment is one-sided, and the evaluation of physical
education classroom teaching quality should be a collection
of the above three, also considering teaching. The influence
of the teaching environment on the quality of teaching is also
considered, and one of the three is indispensable, as shown
in Figure 4.

Physical education is an active and lagging subject, and
for students, although it is necessary to exert student’s
initiative in physical education classes and to bring out their
physical activities by their habits and behaviors, it is not
possible to completely let students play freely. In the con-
struction of informatization, relevant departments of col-
leges and wuniversities collect and summarize various
information and data resources through advanced network
and database technology and analyze and process these
resources. The formation of physical movement skills is a
long-term, step-by-step process, and teachers must play a
guiding role in the process of students” physical education
learning, for which the teacher’s teaching style, verbal be-
havior, and adequacy of preparation before class are all
elements of teaching quality evaluation, forming a warm,
harmonious, and cohesive class, so that students can form a
correct exercise behavior style and a lifelong exercise
ideology.

4. Analysis of the Results

4.1. Particle Swarm Optimization Neural Network Perfor-
mance Test Results. In Figure 5, all ELMs optimized based on
the heuristic optimization algorithm ((E-ELM, PSO-ELM,
IPSO-ELM, and PSOIOS-ELM) trained feedforward net-
works to have a much smaller number of hidden units than
those trained by the conventional ELM, but they take in
screening the optimal of the network input layer weights and
hidden cell thresholds, and iterations are required. The
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Figure 5: Corresponding output results when the algorithm
PSOIOS-ELM approximates the SinC function.

input-output sensitivity of the single-hidden-layer feedfor-
ward network constructed by algorithm PSOIOS-ELM is
lower than that of the networks constructed by all algorithms
except the algorithm E-ELM. The single-hidden-layer
feedforward network constructed by algorithm PSOIOS-
ELM has the lowest conditional value of the hidden-layer
output matrix, which indicates that the constructed network
has good conditional performance, and likewise the network
has the highest stability.

The input and output sensitivities of the three PSO-based
ELM-constructed networks are similar and much smaller
than those of the neural networks constructed by the
conventional ELM and E-ELM. They are unable to pass the
make-up exam or retake the exam before graduation, which
will ultimately affect their normal graduation. The infor-
matization management of colleges and universities can use
the existing data for analysis, to take precautions before
problems occur. The conditional performance of the



networks constructed by algorithms E-ELM, IPSO-ELM,
and PSOIOS-ELM is better than that of the conventional
ELM and PSO-ELM. The 2 parameters in algorithm
PSOIOS-ELM are lower than those in ELM and PSO-ELM
and slightly higher than those in algorithms E-ELM and
IPSO-ELM 2-parametric values. The training times of ELMs
based on heuristic optimization are roughly similar, al-
though these algorithms construct networks with a smaller
number of hidden units, but with a higher time overhead
than traditional ELMs, all of which are better than the
networks constructed by traditional ELM, but all of which
are inferior to the networks constructed by algorithm
E-ELM. The time overheads of the four evolutionary opti-
mization algorithm-based ELMs are similar but much higher
than those of the traditional ELM, with those of the algo-
rithm PSOIOS-ELM slightly lower than those of the other
three evolutionary ELMs. In terms of classification perfor-
mance, PSOIOS-ELM algorithm has the highest test accu-
racy, as shown in Figure 6.

From the figure, the test RMSE tends to increase with the
increase of tolerance coefficient when approximating the
SinC function; on the baseline data classification problem,
the test accuracy tends to decrease with the increase of
tolerance coefficient. The potential value hidden in the data
has not been excavated, the data resources have not been
effectively used, and the administrators have no way to find
every student with problems that are left alone and provid
guiding suggestions for every student with academic
problems. As the tolerance factor increases, the input-output
sensitivity of the network tends to increase for both the
function approximation problem and the basic classification
problem. From the figure, the tolerance factor of 0.02 is a
reasonable choice in the experiments in this chapter. This
experiment provides a reference for the selection of the
tolerance coefficient value.

4.2. Model Performance Analysis. The secondary school
education classroom is teaching quality evaluation index
system, and we should uphold a scientific and rigorous
attitude to research and adhere to the principle of scientific
in organizing and thinking about the literature, that is, the
screening of assessment indicators. This has become a re-
search topic and an opportunity for colleges and universities,
that is, how to use artificial intelligence technology to tap the
potential value hidden in big data to guide teaching decision-
making, improve teaching quality, and optimize teachers’
teaching behavior. Regardless of which aspect of the research
is conducted, the existing teaching quality evaluation system
should not be analyzed and considered alone but should be
viewed from the perspective of development, based on the
existing research results and the main existing evaluation
problems to make reasonable judgments, combining
teaching elements, students’ characteristics, and selecting
teaching quality evaluation indicators from various aspects
and perspectives, so that the external and internal links can
be made. Make the constructed index system carry out
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comprehensive analysis and integrated evaluation, as shown
in Figure 7.

It shows that the data have a present degree of differ-
entiation. In terms of data dispersion, the standard deviation
of most of the measured variable indicators is less than 1,
which shows that the data are relatively concentrated. In
determining whether a set of data conforms to the normal-
terrestrial distribution, it can generally indicate that the data
conforms to the normal-terrestrial distribution.

Feedback on learning is a part of feedback theory in
education, which is mainly for evaluating the quality of
students’ learning, and as a part of teaching quality evalu-
ation. The evaluation of students’ learning quality does not
only refer to the teacher’s judgment of students’ learning
effect, but also the students’ evaluation of the learning effect
in the classroom, their learning in the physical education
classroom, and their evaluation of the teaching style and
teaching behavior of the teacher in this class. As educated
people, students’ physical education learning performance
determines to a certain extent how effective the physical
education teachers’ teaching is. On the other hand, too many
hidden units will affect the conditional performance of the
network, thereby affecting the stability of the network.
Therefore, students’ timely teaching feedback, including
their evaluation of teachers, can help students’ physical
education knowledge and motor skills learning, while
teachers can improve their teaching style and teaching be-
haviors based on students’ evaluation, which makes the
quality of physical education classroom teaching improved,
as shown in Figure 8.

Validity is used to examine the extent to which a
measurement instrument can correctly measure the traits
that need to be measured. Often used is a content validity
that is also known as face validity, which refers to the fit and
conformity between the measurement target and the mea-
surement content. The questionnaire is evaluated by the
researcher or an expert in the field to determine whether the
content of the questionnaire meets the purpose and re-
quirements of the measurement. The main influencing
factors were attitude toward teaching, verbal ability, ability
to demonstrate actions, ability to observe and understand
students, and ability to regulate teaching activities. However,
putting the teacher-student relationship into the teacher
factor (C2) is not very reasonable in theory, so it cannot be
used only as an indicator to measure teacher factor.

Although the indicators of physical education envi-
ronment measurement were grouped under other dimen-
sions in the factor analysis, theoretically, the physical
education environment to a certain extent governs the
teaching process. A smaller inertia weight value reduces the
impact of the previous generation speed of the particle on
the current particle speed, which means that the particle
adjusts its flight direction to a large extent according to the
individual historical optimal position and the global optimal
position of the population, thereby improving the pop-
ulation. For the loss function optimization scenario in
convolutional neural networks, the hybrid optimization
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algorithm is proposed by combining the features of group
cooperative search in the improved PSO with the gradient
information of the loss function of convolutional neural
networks.

5. Conclusion

Compared with the gradient learning-based feedforward
network learning algorithm, randomly setting the input
layer weights and hidden unit thresholds of the network
may limit its further performance improvement, mainly
because the randomization of the network parameters
requires more hidden-layer units, which increases the
complexity of the network and limits the improvement of
the network generalization performance. When the pa-
rameters of the randomized network are nonoptimal or
non-near-optimal, the output layer weights calculated by
generalized inverse are also nonoptimal or non-near-op-
timal, which eventually leads to the nonoptimal or non-
near-optimal performance of the network. In this study, the
weight values of the indicators at each level were obtained
by applying the hierarchical analysis method with the re-
sults of expert ratings. The weight values of the three-level
indicators of teacher teaching behavior, student learning
behavior, and teaching environment relative to the quality
of secondary school physical education classroom teaching
were 0.106, 0.634, and 0.260, respectively, which showed
that the student learning behavior dimension had the
highest weight value in the evaluation of secondary school
physical education classroom teaching quality, followed by
teaching environment and finally teacher behavior. The
training samples for the experiments are preprocessed
GTSRB datasets. The weight parameters of the convolu-
tional neural network were optimized by constructing an
improved high-dimensional PSO algorithm combined with
the SGD algorithm, ADAM algorithm, and ADAGRAD
algorithm, respectively. The final experimental structure
reflects that the effect of the hybrid algorithm gains sig-
nificantly on the SGD algorithm and ADAGRAD algo-
rithm, while the gain effect in the ADAM algorithm is only
reflected in the first iteration.

Data Availability

The data used to support the findings of this study are
available from the author upon request.

Conflicts of Interest

The author declares that they have no conflicts of interest or
personal relationships that could have appeared to influence
the work reported in this paper.

Acknowledgments

This work was supported by Department of Physical Edu-
cation, Xi’an International Studies University.

Computational Intelligence and Neuroscience

References

[1] A. Chandra Pandey, D. Singh Rajpoot, and M. Saraswat,
“Twitter sentiment analysis using hybrid cuckoo search
method,” Information Processing ¢ Management, vol. 53,
no. 4, pp. 764-779, 2017.

[2] E. A. Gyasi, P. Kah, H. Wu, and M. A. Kesse, “Modeling of an
artificial intelligence system to predict structural integrity in
robotic GMAW of UHSS fillet welded joints,” International
Journal of Advanced Manufacturing Technology, vol. 93, no. 1-
4, pp. 1139-1155, 2017.

[3] R. Cheruku and D. R. Edla, “Selector: PSO as model selector
for dual-stage diabetes network,” Journal of Intelligent Sys-
tems, vol. 29, no. 1, pp. 475-484, 2018.

[4] Y. Gupta and A. Saini, “A new swarm-based efficient data
clustering approach using KHM and fuzzy logic,” Soft
Computing, vol. 23, no. 1, pp. 145-162, 2019.

[5] G. Klepac, “Customer profiling in complex analytical envi-

ronments using swarm intelligence algorithms,” International

Journal of Swarm Intelligence Research, vol. 7, no. 3, pp. 43-70,

2016.

T. Kathirvalavakumar, “Two dimensional feature extraction

and blog classification using artificial neural network,” In-

ternational Journal of Applied Engineering Research, vol. 13,

no. 9, pp. 6536-6544, 2018.

H. Jiang, C. K. Kwong, W. Y. Park, and K. M. Yu, “A multi-

objective PSO approach of mining association rules for af-

fective design based on online customer reviews,” Journal of

Engineering Design, vol. 29, no. 7, pp. 381-403, 2018.

[8] X. Huang and F. Kong, “The application of particle swarm
optimization for the training of neural network in English
teaching,” Cluster Computing, vol. 22, no. S2, pp. 3989-3998,
2019.

[9] C. Dennis, B. M. Ombuki-Berman, and A. P. Engelbrecht,
“Random regrouping and factorization in cooperative particle
swarm optimization based large-scale neural network train-
ing,” Neural Processing Letters, vol. 51, no. 1, pp. 759-796,
2020.

[10] X. Wei, “Optimization design of teaching strategies for En-
glish teaching achievement improvement based on original
algorithm,” Wireless Personal Communications, vol. 102,
no. 2, pp. 1191-1201, 2018.

[11] P.J. Garcia Nieto, E. Garcia-Gonzalo, A. Bernardo Sanchez,
and A. A. Rodriguez Miranda, “Air quality modeling using the
PSO-SVM-based approach, MLP neural network, and M5
model tree in the metropolitan area of Oviedo (Northern
Spain),” Environmental Modeling & Assessment, vol. 23, no. 3,
pp. 229-247, 2018.

[12] F.Daneshfar and S.J. Kabudian, “Speech emotion recognition
using discriminative dimension reduction by employing a
modified quantum-behaved particle swarm optimization al-
gorithm,” Multimedia Tools and Applications, vol. 79, no. 1-2,
pp. 1261-1289, 2020.

[13] E. H. Houssein, “Particle swarm optimization-enhanced twin
support vector regression for wind speed forecasting,” Journal
of Intelligent Systems, vol. 28, no. 5, pp. 905-914, 2019.

[14] S. M. H. Hasheminejad and S. Gholamshahi, “PCI-PSO:
preference-based component identification using particle
swarm optimization,” Journal of Intelligent Systems, vol. 28,
no. 5, pp. 733-748, 2019.

[15] R. Gupta, S. K. Muttoo, and S. K. Pal, “Fuzzy c-means
clustering and particle swarm optimization based scheme for

[6

[7



Computational Intelligence and Neuroscience

(16]

(17]

(18

(19]

(20]

(21]

common service center location allocation,” Applied Intelli-
gence, vol. 47, no. 3, pp. 624-643, 2017.

P. J. Garcia Nieto, E. Garcia-Gonzalo, J. P. Paredes-Sdnchez,
A. Bernardo Sanchez, and M. Menendez Fernandez, “Pre-
dictive modelling of the higher heating value in biomass
torrefaction for the energy treatment process using machine-
learning techniques,” Neural Computing & Applications,
vol. 31, no. 12, pp. 8823-8836, 2019.

L. M. Maiyar, S. J. Cho, M. K. Tiwari, K. D. Thoben, and
D. Kiritsis, “Optimising online review inspired product at-
tribute classification using the self-learning particle swarm-
based Bayesian learning approach,” International Journal of
Production Research, vol. 57, no. 10, pp. 3099-3120, 2019.
E. M. Golafshani and G. Pazouki, “Predicting the compressive
strength of self-compacting concrete containing fly ash using
a hybrid artificial intelligence method,” Computers and
Concrete, vol. 22, no. 4, pp. 419-437, 2018.

Q. Sun, M. Zhang, and A. S. Mujumdar, “Recent develop-
ments of artificial intelligence in drying of fresh food: a re-
view,” Critical Reviews in Food Science and Nutrition, vol. 59,
no. 14, pp. 2258-2275, 2019.

N. Zhu, X. Liu, Z. Liu et al,, “Deep learning for smart agri-
culture: concepts, tools, applications, and opportunities,”
International Journal of Agricultural and Biological Engi-
neering, vol. 11, no. 4, pp. 21-28, 2018.

B. L. Sree and M. S. Vijaya, “Building acoustic model for
phoneme recognition using PSO-DBN,” International Journal
of Business Intelligence and Data Mining, vol. 16, no. 4,
pp. 506-523, 2020.

11



