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Aiming at a series of problems existing in volleyball, based on radial fuzzy neural network theory, the optimized simulation
clustering analysis algorithm is used to monitor and analyze volleyball. By analyzing the feature weights of nodes at di�erent
stages, the optimal radial fuzzy neural network was constructed, which was combined with the simulation clustering algorithm to
obtain the relevant optimization model describing volleyball.  e accuracy of the optimization model is veri�ed by comparing
with the original model.  e results show that with the increase of response, the response curves of di�erent algorithms show
�uctuation. Among them, the �uctuation range of MPDR (minimum power distortionless response) algorithm is larger, and the
value of the curve obtained by MVDR (minimum variance distortionless response) algorithm di�ers greatly from that of the
optimization algorithm at some key nodes, while the beam changing chart obtained by the optimization algorithm can better
re�ect the changing trend of the beam. Model indexes under di�erent algorithms are di�erent. When the number of iterative steps
is less than 30, indexes under di�erent algorithms are all greater than the standard value. When the number of iterations is more
than 30, the indexes under di�erent algorithms are all less than the standard value.  rough veri�cation, it can be seen that the
original model can only describe the �rst stage of volleyball, while the optimization model can describe the whole process of
volleyball. It shows that the optimization model can be used to describe and analyze volleyball-related data. And the algorithm can
be used to better predict and analyze volleyball, and the analysis results can provide relevant guidance for volleyball.  e
optimization model provides basis and theoretical support for the application of volleyball simulation clustering algorithm, so as
to better promote volleyball and better guide the movement.

1. Introduction

Volleyball is an important part of sports.  e existing vol-
leyball has some typical problems including insu�cient
venue facilities and the lack of professionals.  e most
important factor is the lack of the analysis and guidance of
the corresponding algorithm in the development process of
the existing volleyball so that the development of volleyball is
limited, but at present, fuzzy neural network and simulation
clustering algorithms are commonly used to solve the
practical problems [1–3].

Radial fuzzy neural network has been widely used in the
�elds of pattern recognition, simulation analysis, and image
processing. In order to improve the performance of shunt

�lter, an adaptive fuzzy neural network control scheme
based on radial basis function neural network was proposed
[4]. Compared with traditional passive �lter, this optimi-
zation scheme can eliminate harmonic pollution better and
further improve mechanical power. Aiming at a series of
problems existing in the application of the original fuzzy
neural network, an improved version based on radial basis
function neural network was proposed [5].  is model can
e�ectively avoid the in�uence on the output layer in the
calculation process, so as to improve the accuracy of data
use. Moreover, the optimized clustering algorithm does not
depend on parameter adjustment, and the accuracy of the
model is veri�ed by using relevant data and cases.  e
adaptive fuzzy radial basis function neural network is
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adopted to optimize the traditional model, and a new model
is obtained [6]. By comparing the simulation results of the
optimized model with the traditional control method, it can
be seen that the optimized fuzzy neural network control
method can further reduce the maximum error of themodel,
thus providing theoretical knowledge and analysis for the
application of intelligent algorithm in power system. In
order to effectively combine useful information with image
details, a new image fusion method is proposed [7]. By using
the method of fuzzy neural network, the details or feature
information of different images is fully analyzed based on the
simulation clustering analysis algorithm. Finally, the fused
images are obtained by using the inverse wavelet transform
technology. +e optimized simulation method is verified by
laboratory test, and the superiority of the model is dem-
onstrated. +e method can provide theoretical basis for the
application of fuzzy neural network.

Fuzzy neural network (FNN) is a reliable and efficient
computing model, which can realize corresponding func-
tions on the microprocessor. An adaptive neural network
based on wavelet pattern is compared with clustering
methods such as radial basis function network [8]. By op-
timizing the structural parameters of all the prediction
models to produce the most efficient structure, then, by
comparing the mean square error, calculation time, and
prediction process of the optimized model, the corre-
sponding guidance can be provided for the improvement of
the adaptive model through comparative analysis. An en-
hanced fuzzy radial basis function neural networkmodel was
proposed [9], which includes input layer, hidden-layer
neuron, output layer, and other components. Based on fuzzy
neural network theory, the input variables of neural network
are selected and analyzed by using correlation matching
method. Relevant laboratory tests were carried out to verify
the accuracy of the optimization model, and the results show
that the data and images obtained by the model are better
than other methods, thus obtaining the highest image
similarity.

Correlation algorithms of simulation cluster analysis
have been widely applied in different fields: a flexible ma-
chine with high shear and low pressure was developed [10].
Euler–Lagrange coupling method was adopted to simulate
the new pressure-shear process. +e results show that the
simulation algorithm based on radial fuzzy neural network
theory has a good application in fluid, and the ratio of axial
tangential force to radial normal force is improved com-
pared with traditional pressure shear. +us, the effectiveness
of high-shear low-pressure grinding is further verified. Based
on the principle of fuzzy neural network, an optimized
clustering method based on the spatial distribution of
ground motion is applied to simulate the propagation of
seismic waves [11], so as to further obtain relevant ground
motion data. +e seismic source model and 3D velocity
structure model are constructed by theoretical analysis and
numerical calculation. In order to study the variation of
battery parameters in transient one-dimensional simulation,
three reduced order models [12] were proposed according to
the relevant characteristics of battery parameters:

appropriate orthogonal decomposition model, simulation
cluster analysis model, and orthogonal cluster analysis
model.

Simulation clustering analysis not only has a good ap-
plication in industry but also can be applied to students’
classroom: for the current students’ classroom behavior
recognition, algorithm has a series of problems such as
insufficient accuracy. +e traditional clustering analysis al-
gorithm and fuzzy neural network algorithm are combined
to improve the traditional algorithm [13], and the real-time
identification and monitoring of students’ activities is car-
ried out by combining the relevant optimization model. In
order to verify the accuracy of the model, relevant experi-
ments were carried out by extracting the relevant parameters
of students’ classroom spatial angle features. Relevant
studies show that the fuzzy neural network structure is
superior to the network structure with single feature. A
simplified clustering analysis ionization method based on
the simulation clustering analysis method under radial fuzzy
neural network was used to estimate the electron and related
gamma radiation of complex DNA damage [14]. +e ac-
curacy of the optimized model was verified by laboratory
experiments, and the study showed that the estimation
model was helpful to study the complexity of DNA damage
after radiation and electron irradiation.

Many experts and scholars have carried out relevant
algorithm research on volleyball: simulated volleyball match
is a phenomenon that has emerged in recent years, and
match between teams can be simulated by using algorithms.
An improved sine and cosine algorithm was proposed [15].
Using this algorithm, a more accurate solution can be ob-
tained. By using SCA operator, a more efficient method to
find the optimal solution of the optimization problem can be
obtained. +e results show that the proposed algorithm has
better performance than other algorithms. As a new content
in the field of computer vision, object tracking can be used to
study volleyball players’ motion state in the testing stage
[16]. Volleyball is normalized and three different meta-
heuristic algorithms are used to track volleyball, so as to get
the relevant laws of volleyball. Due to the small size of
volleyball, the speed of volleyball movement will be blurred,
resulting in the old system difficult to analyze the volleyball
level. Volleyball processing speed is improved by using
machine vision and wearable devices to track volleyball
movement [17]. Relevant studies show that the volleyball
motion estimation algorithm is correct and its simulated
trajectory is almost consistent with that of volleyball. +e
above research failed to carry out corresponding research on
volleyball. In view of the shortcomings of the above research,
this paper, based on the relevant theory of radial fuzzy neural
network, adopts the simulation clustering analysis algorithm
to carry out quantitative research on the relevant indicators
of volleyball. On the basis of the study of relevant indicators,
the corresponding optimization model was obtained by
modifying the relevant parameters of the original model, and
the superiority of the model was verified by relevant cal-
culation. +e research can provide theoretical basis for the
application of radial fuzzy neural network and simulation
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clustering analysis algorithm. +erefore, it can provide
corresponding guidance for the development of volleyball.
+e research shows that the model can not only be used for
volleyball but also has a good description for other kinds of
sports. +erefore, we can further promote the optimization
model on the basis of the research in this paper.

2. Radial Basis Function (RBF) Neural Network

2.1. Radial Neural Network. Radial basis function (RBF)
neural network is a kind of forward network. It has the
advantages of simple training, fast learning convergence,
and overcoming local minimum problem [18]. It has been
proved that RBF networks can approximate any continuous
function with any accuracy. +erefore, it has been widely
used in pattern recognition, nonlinear control, and image
processing. +e structural of radial basis function neural
network is shown in Figure 1. Input value xi is imported into
the corresponding function φi(x), respectively, and the
corresponding function yi value is output [19].

In RBFNN (radial basis function neural network), the
RBF is usually taken as the transfer function, the parameters
of vector control are taken as parameters of RBF, and the
distance between the input sample and the hidden center
vector is taken as the mapping of variables. +e corre-
sponding formula is shown as follows:

ϕj(x) � K x − cj

�����

�����, σj􏼒 􏼓 j � 1, 2, . . . , m, (1)

where the cj is the hidden center vector; σj is the kernel
function control parameter; ||x−cj|| is the distance between x
and cj; and m represents the number of nodes in the hidden
layer.

Rj(x) � exp −
x − cj

�����

�����
2

2σ2j

⎡⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎦ j � 1, 2, . . . , m. (2)

+e linear combination of the RBF function φj(x) in the
hidden layer node forms the output yk of RBFNN

yk � 􏽘
m

j�1
wjkϕj(x) k � 1, 2, . . . , p, (3)

where the wjk represents the connection weight of the k-th
node in the output layer and the j-th node in the hidden
layer; yk represents the output of the k-th node in the output
layer; and p is the number of output nodes.

+e minimum variance distortionless response (MVDR)
algorithm and the minimum power distortionless response
(MPDR) algorithm modify the covariance matrix by using
the convex linear combination of the unit matrix and the
sampling covariance matrix. On this basis, fuzzy radial basis
(RBF) neural network approximation algorithm is intro-
duced to obtain the optimization model, and the nonlinear
mapping from array covariance matrix to optimal weight
vector is realized through the optimization model.

+rough the analysis of different algorithms in the fuzzy
neural network, response diagrams of corresponding algo-
rithms are obtained, as shown in Figure 2. As can be seen
from Figure 2, the change curves of different algorithms as a
whole show the change characteristics of multiple fluctua-
tions. +e fluctuation amplitude of MPDR algorithm is
relatively obvious. With the corresponding gradual increase,
the correlation between the corresponding beam change and
the optimization algorithm is poor, which cannot reflect the
change characteristics of the beam better. +e MVDR al-
gorithm is close to the wave characteristics of the optimi-
zation algorithm on the whole, but the value of the
optimization algorithm differs greatly from that of the op-
timization algorithm at some key nodes. +erefore, neither
MPDR nor MVDR algorithm can better describe the cor-
responding beam change trend, while the corresponding
optimization algorithm can better reflect the beam change
trend.+emain reasons for MVDR algorithm not being able
to describe and represent the beam graph well in the cal-
culation process include the following: (1) the number of
iterations of this algorithm is relatively small in the calcu-
lation process, and the smaller the number of iterations is,
the larger the deviation of the calculation results will be; (2)
at the same time, the algorithm is subjected to a large
amount of drying in the operation process, which makes the
MVDR algorithm that has deeper defects in the interference
direction, leading to the deviation of results; (3) and no
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Figure 1: Structure of radial function neural network.
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Figure 2: Response diagram of different algorithms.
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corresponding inverse operation is also the main reason for
the deviation of MVDR algorithm.

2.2. Probabilistic Neural Network. Probabilistic neural net-
work is usually composed of three layers, namely, input
layer, hidden layer, and output layer [20]. Its structural
model is shown in Figure 3.

Assuming x is the n-dimensional input sample and the
transfer function of the hidden layer node is K, then the
output yk of the k-th node of PNN can be expressed as
follows:

yk �
1
H

􏽘

Hk

j�1
K x − c

k
j

�����

�����, σ􏼒 􏼓, (4)

where the ckj represents the j-th hidden node corresponding
to the k-th category; σ is the function control parameter; Hk
represents the number of hidden nodes corresponding to the
k-th category in the probabilistic neural network; and K is
the basis function. +e output value of the k-th node is as
follows:

yk �
1

(2π)
m/2σm

Hk

􏽘

Hk

j�1
exp −

x − c
k
j

�����

�����
2

σ
⎛⎜⎜⎝ ⎞⎟⎟⎠

�
1

(2π)
m/2σm

Hk

􏽘

Hk

j�1
exp

x
T
c

k
j − 1

σ2
⎛⎝ ⎞⎠,

(5)

where the m is the spatial dimension of input sample x.
+rough the above analysis, the distribution of char-

acteristic weights of simulated data at different nodes is
drawn, as shown in Figure 4. As can be seen from Figure 4,
with the increase of feature dimension, the curve of node 1
shows a trend of fluctuation on the whole, the lowest feature
weight is 0.267, the highest feature weight is 0.712, and the
highest value is 2.67 times of the lowest value. It shows that
the feature dimension has a great influence on the feature
weight of node 1, and the curve fluctuates, which is detri-
mental to the overall stability of the model.With the increase
of feature dimension, the overall change curve of node 2 can
be divided into three stages: (1) the stable stage with feature
dimension between 0 and 25 in which the feature weight is
generally low; (2) the fluctuation stage of feature dimension
between 25 and 42 and the corresponding feature weight of
this stage are generally higher; and (3) the steady increase
stage of feature dimension between 42 and 50, and the range
of feature weights in this stage are small.+e variation rule of
feature weights corresponding to node 3 is basically the same
as that of node 1, except that there are maximum and
minimum values of feature weights corresponding to node 3.
+e main reasons for the deviation of feature weights of
different nodes are as follows: (1) the input values at different
nodes are different, which leads to different dimensions of
input samples. +e different dimensions change the transfer
function and finally lead to different output results. (2) +e
sample space corresponding to different nodes is different,
which changes the hidden layer and output layer of the

corresponding model, and ultimately affects the difference of
feature weights, leading to the deviation of feature weights of
different nodes.

2.3. Radial Basis Probabilistic Neural Networks. Radial basis
probabilistic neural network absorbs the advantages of radial
basis function neural network and probabilistic neural
network; that is, it takes full account of the staggered in-
fluence between multiple types of patterns in the application
of pattern recognition, thus forming an effective interface. In
particular, this new model has the advantages of low
computational complexity and fast convergence. At the
same time, it is also a new neural network model, which can
be widely used in pattern recognition and nonlinear function
approximation. +e training specimens of radial basis
probabilistic neural network (RBPNN) can fully consider the
influence of different modes [21].+emodel structure can be
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divided into input layer, first hidden layer, second hidden
layer and output layer, respectively [22]. x is an n-dimen-
sional input sample, and the transmission function of the
first hidden node is K. +e specific calculation formula of
output zi corresponding to the i-th node is as follows:

zi � K x − cj

�����

�����, σ􏼒 􏼓 i � 1, 2, . . . , n1, (6)

where n1 represents the number of nodes of the first hidden
layer, and the specific formula is as follows:

ri � exp −
x − cj

�����

�����

2σ2
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦ j � 1, 2, . . . , n1. (7)

+e connection weight wi (2) of the second hidden layer
is selected as 1, and then, the output uj of the j-th node of the
second hidden layer is calculated by the following formula:

uj � 􏽘

Hj

i�1
K x − cj

�����

�����, σ􏼒 􏼓 k � 1, 2, . . . , n2, (8)

where n2 represents the number of nodes of the second
hidden layer, and Hj represents the number of j-th nodes in
the second hidden layer.

+e fourth layer of RBPNN model is the output layer,
which is a linear combination of the outputs of nodes of the
second hidden layer. +e specific calculation formula of the
output yk of the k-th node is as follows:

yk � 􏽘

n2

j�1
w

(3)
j uj k � 1, 2, . . . , p, (9)

where the p is the number of nodes in the output layer.wj (3)
is the connection weight between the output layer and the
second hidden layer.

di(t) � x(t) − ci(t − 1)
����

����, 1≤ i≤M, (10)

where x(t) is the input vector, and ci(0) is the cluster center.

σi �
dm���
2M

√ , (11)

where dm �max(di(t)) and M represents the number of
nodes of the first hidden layer.

zi xt( 􏼁 � 􏽘

nt

l�1
ϕ xt, c

i
l, σ􏼐 􏼑 � 􏽘

nt

l�1
ϕ xt − c

i
l

����
����, σ􏼐 􏼑, i � 1, 2, 3, . . . , p.

(12)

+rough the above analysis, the time-varying curves of
signal output response in the conventional model [8] and
RBPNN [23] model were drawn, as shown in Figure 5. +e
output influence of the conventional model can be divided
into two stages [24]. +e first stage is the stable growth stage,
with the increase of time, and the corresponding signal
output influence increases with the change trend of ap-
proximately linear increase. +e second stage is the fluc-
tuation, with the further improvement of time, and the
corresponding change trend is shown as fluctuation, indi-
cating that the output signal of the model is unstable. It is
worth noting that the critical value of the two stages is the
maximum signal output response of themodel.+e response
change rule of RBPNN model can also be divided into two
stages. +e first stage shows an approximate linear change
trend. Compared with the conventional model, the slope of
the response curve of RBPNN model is higher, indicating
that the response changes with time are more relevant. In the
second stage, the overall change trend is similar to the level.
Compared with the fluctuation change of the conventional
model, the model has better stability. In general, RBPNN
model has better stability and superiority than conventional
model. +e main reasons for the deviation of the conven-
tional model are as follows: (1) the model does not take into
account the interlacing effect among multiple types of
patterns in the application of pattern recognition, and the
recognition of multiple patterns is insufficient; (2) at the
same time, the conventional model lacks effective interface
and analysis of corresponding signal classification; and (3)
finally, compared with the optimization model, the calcu-
lation of the conventional model is more complex, which
leads to a slower convergence rate.

In order to explore the computing accuracy under dif-
ferent neural networks, the variation relationship between
the expansion constant P and the diagnostic accuracy (DA)
of different neural networks was drawn, as shown in Fig-
ure 6, and the pairs of different neural networks are shown in
Table 1. It can be seen from Figure 6 that the change curves
between the expansion constant and accuracy rate under
different neural networks can be divided into three stages.
+e first stage is the rapid increase stage in which the change
curves of orthogonal least squares (OLS) and fast recursive
algorithm (FRA) [25] both show rapid increase with the
increase of the expansion constant. +e corresponding
second stage is mainly represented by fluctuations within a
certain range, indicating that the accuracy rate has poor
stability within the range of this extended constant. In the
third stage, the overall variation range of accuracy is small,
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Figure 5: Signal output response of different models.
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indicating that the accuracy has a high stability under the
extended constant, and the variation trend of the two al-
gorithms is basically the same.

It can be seen from Table 1 that the accuracy of NN3 is
the highest, that of NN1 is in the middle, and that of NN2 is
the lowest, indicating that the accuracy of corresponding
models varies under different neural networks. And the

optimal expansion constant is also different with the change
of neural network. When the neural network is NN3, the
extension constant obtained by OLS algorithm is the largest,
while when the neural network is NN1, the extension
constant obtained by FRA algorithm is the smallest, and the
maximum value is about 1.21 times of the minimum value.

3. Simulation Cluster Analysis

3.1.ClusteringAnalysis. Cluster analysis refers to the process
of grouping data by analyzing the characteristics of each data
for a batch of unknown data sets and aggregating data with
similar or identical characteristics. +e main process of
cluster analysis can be divided into the following four steps
[26, 27]:

(1) Data standardization processing:
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Figure 6: Extended constant optimization diagram under different neural networks. (a) Neural network NN1. (b) Neural network NN2. (c)
Neural network NN3.

Table 1: Comparison of different neural networks.

Neural network Arithmetic Number of neurons DA/% P

NN1 OLS 77 95.13 6.84
FRA 76 95.52 6.51

NN2 OLS 104 94.32 7.13
FRA 102 94.76 6.78

NN3 OLS 83 96.47 7.89
FRA 81 96.98 7.73
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+e purpose of data standardization is to prevent the
existence of large data or data with different units in
data:

x
∗
ij

�

xij − xj

Sj

, Sj ≠ 0, i � 1, 2, 3, . . . , n,

0, Sj � 0, j � 1, 2, 3, . . . , m,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(13)

where the S is the standard deviation and xj is the
mean value.

(2) Construct the relation matrix:
Using the index of squared Euclidean distance to
construct the relation matrix of standardized data:

d(x, y) � 􏽘
i

xi − yi( 􏼁
2
,

J(c, μ) � 􏽘
k

i�1 x
(i)

− μc(i)

�����

�����
2
.

(14)

In the formula, (i) represents the mean value of the i-
th cluster.

(3) Cluster analysis based on different methods:
Cluster analysis methods can be divided into sys-
tematic clustering method and K-means clustering
method. +e k-means algorithm first needs to de-
termine the number of clusters and the center point
of the initial cluster, and then completes the division
after several iterations by calculating the distance
from the center point:

S � 􏽘
n

i�1
min

j∈ 1,...,k{ }
xi − aj

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
. (15)

Figure 7 is the flow chart and schematic diagram of
cluster analysis method. Figure 7(a) is the data
processing flow chart of cluster analysis. Firstly, the
corresponding initial cluster center shall be set for
the model. Secondly, the distance between the cor-
relation points and the cluster center shall be

calculated, and the correlation points shall be divided
according to the calculated distance. According to
the partition results, a new cluster center is set up to
verify whether the cluster center converges, and fi-
nally, the relevant data are output. Figure 7(b) shows
the schematic diagram of cluster analysis, where 3
elements in category 1 and 3 elements in category 2
coexist d1, d2, . . ., d9. +e distance between class 1
and class 2 can be calculated as follows:

d �
d1 + d2 + · · · + d9

9
, (16)

(4) Determine the best classification:

After the systematic clustering method, the clustering
tree graph can be obtained, and the clustering results can be
analyzed and processed according to the relevant criteria.

3.2. Fuzzy Clustering Analysis. +e basic principle of fuzzy
mean clustering analysis is an algorithm that quantitatively
describes the membership function of each sample be-
longing to a certain category in the absence of relevant data.
+e fuzzy partition space of X is shown as follows:

Mfc � U ∈ R
cn

|μik ∈ [0, 1],∀i, k; 􏽘
c

i�1
μik � 1,∀k

⎧⎨

⎩

⎫⎬

⎭, (17)

where the U� [μik]c× n is the fuzzy partition matrix, μik
represents the fuzzy membership degree of sample xk be-
longing to class i, i is 1 as fault class, and i is 2 as nonfault
class.

+e value function based on dissimilarity index is shown
as follows:

Jm � (U, P) � 􏽘
n

k�1
􏽘

c

i�1
μik( 􏼁

m
xk − pi

����
����
2
, m ∈ [1,∞),

s.t.U ∈Mfc,

⎧⎪⎪⎨

⎪⎪⎩
(18)

where P is c cluster center vectors, and m is weighted index.
+e minimum value of value function of dissimilarity

index is shown as follows:
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Figure 7: Cluster analysis. (a) Flow chart and (b) schematic diagram.
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+e iterative formula of fuzzy membership degree and
clustering center is shown as follows:
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, 1≤ i≤ c, 1≤ k≤ n, (20)

Figure 8 is a schematic diagram of fuzzy clustering
analysis. It can be seen from Figure 8 that fuzzy clustering
analysis method can make statistics and analysis of fault data
and nonfault data, so as to divide nonfault region and fault
region. Calibrate the set of fault data and nonfault data,
import the calibrated data into the fuzzy neural network,
obtain the output model value through the relevant calcu-
lation of the fuzzy neural network model, and then compare
the output data with the evaluation index, so as to divide the
fault data and nonfault data.

A1-A5 are all different parameters of fuzzy clustering
analysis, to explore the influence of different parameters on
fuzzy clustering analysis. +e clustering performance anal-
ysis graph of data with different parameters was drawn, as
shown in Figure 9.

As the number of iterations increased, the overall curve
showed a trend of gradual decline. +e variation patterns of
A2 and A3 curves are basically the same, showing a slow
decline. A4 shows a step-down trend, indicating that the
number of iterations shows typical nonlinear characteristics
to the average index under this parameter. +e downward
trend of A1 is similar to the change trend of logarithmic
function, indicating that there is a high logarithmic function
relationship between the number of iterations and the
corresponding average index. +e curve corresponding to
A5 experienced a drop in a short period of time, and then,

with the increase of times, the curve was approximately flat,
with a small variation range.

4. Simulation Analysis of Volleyball

4.1. Introduction to Volleyball. Volleyball, as an important
part of sports, is an indispensable part of the development of
sports, but the existing volleyball has some typical problems:

4.1.1. Lack of Venues and Facilities. With people’s love for
sports, more and more people are involved in sports. But
with the gradual increase in the number of the original
volleyball venues and equipment cannot meet the corre-
sponding needs, resulting in people’s enthusiasm for
physical exercise has been weakened, and the lack of vol-
leyball venues facilities is the main reason for restricting
volleyball.

4.1.2. Lack of Professionals. Volleyball is a sport with high
risk and may be injured to varying degrees in the process of
sports. But at present, the lack of professional volleyball
personnel limited the further popularization of volleyball.

4.1.3. Lack of Corresponding Algorithm Analysis. At present,
a series of problems in volleyball are mainly studied by
qualitative analysis. For the problems existing in volleyball,
only from the perspective of qualitative analysis cannot solve
the problem.

4.2. Clustering Analysis of Volleyball Simulation. In order to
better study volleyball-related problems, based on the radial
fuzzy neural network theory, the simulation clustering
analysis algorithm is used to study volleyball. +e initial
analysis of the relevant parameters of the model is still
carried out first, and then, the relevant theoretical model is
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obtained. If the model does not meet the relevant re-
quirements, it is necessary to optimize the relevant factors in
the model, so as to select the optimal scheme and param-
eters, and finally get the relevant optimization model, and
analyze the optimal solution of the model, as shown in
Figure 10. +e main monitoring indicators include speed,
strength, endurance, and flexibility.

+rough the correlation analysis of volleyball sports, the
distribution table of related attributes of volleyball sports
system is obtained, as shown in Table 2.

4.3. Application of Cluster Analysis in Volleyball. In order to
better explore the application of different algorithms in the
optimization model in volleyball, radar charts of model
indicators under different algorithms are drawn, as shown in
Figure 11, where A0 is the calculated value of the model and
A1-A4 are the model parameters in Figure 9. It can be seen
from Figure 11 that model indexes under different algo-
rithms are different. When the number of iterative steps is
less than 30, indexes under different algorithms are all
greater than the standard value. A4 is the largest, indicating
that A4 deviates most from the standard value, followed by

A1, A2 is closer to the standard value, and A3 is the al-
gorithm closest to the standard value. When the number of
iterations exceeds 30, the indexes under different algorithms
are all less than the standard value. A4 is the smallest, in-
dicating that A4 has the largest error, followed by A1. A2 is
also close to the standard value, while A3 is closest to the
standard value. And A4’s algorithm has the lowest accuracy.

By adopting the above analysis method and based on the
simulation clustering analysis algorithm under the radial
fuzzy neural network, volleyball movement was analyzed by
using the optimized calculation method, so as to obtain the
comparison diagram of the theoretical optimization model
and the original model under different calculation time, as
shown in Figure 12.

As can be seen from Figure 12, as the number of iterative
steps increases, the description of data in the original model
can be divided into three stages. +e first stage is a linear
increase stage, and the fitting coefficient of this stage is 0.96,
indicating that the original model can be used in the first
stage to better describe and analyze volleyball. In the second
stage, the original model still showed a trend of linear in-
crease. Compared with the first stage, the increase rate in the
second stage decreased. However, the actual data showed a

Begin

Initialize the running 
parameters

Generate initial model

End condition
Yes The optimal 

solution is selected 
for aggregation

End

No

Fuzzy neural network 
optimization of factorsBest alternatives

Optimization 
parameters

Optimized model

Figure 10: Flow chart of volleyball simulation analysis based on fuzzy neural network.

Table 2: Attribute distribution table.

Overall classification Variable Minimum Maximum Average Median

Nuclear structure

Average degree 0.32 4.17 2.25 2.13
Average weighting 0.14 10.23 5.18 5.13
Average path length 1.38 3.47 2.43 2.37

Grid density 0.36 0.74 0.55 0.52
Mean clustering coefficient 0.00 0.42 0.21 0.19

Secondary structure

Average degree 1.43 5.12 3.28 3.25
Average weighting 2.14 3.45 2.80 2.69
Average path length 1.78 3.49 2.64 2.71

Grid density 0.12 0.78 0.45 0.43
Mean clustering coefficient 0.00 0.43 0.22 0.26
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gradual decline and fluctuated to a certain extent. At this
stage, it was obvious that the original model could not
describe the data, and the correlation between the two was
poor. From the third stage, the original model and volley-
ball-related data show stable changes, but due to the devi-
ation of the original model in the second stage, the deviation
between the model and the actual data in the third stage is
still large; therefore, the model cannot be used to analyze
volleyball-related data. From the perspective of the opti-
mization model, the fitting coefficient of the optimization
model to the test data in the first stage is 0.985, indicating
that the model can describe the first stage of the curve well.

And the optimization model for the second stage of the
fluctuation data description result is still very good, and the
third stage of the optimization model curve also showed
stable changes, so the optimization model can achieve the
description and analysis of volleyball-related data.

It can be seen from the above analysis that the model
obtained by the simulation clustering analysis algorithm
optimized based on radial fuzzy neural network can well
represent the change process and corresponding change
rules of volleyball. At the same time, in order to better
predict the relevant indicators of volleyball, volleyball var-
iation curves under different iterations were drawn, as
shown in Figure 13.

It can be seen from Figure 13 that the optimization
model can better reflect the relevant indicators in volleyball.
It can be seen from the curve that volleyball has a linear
increase to some extent in a period of time, but when the
number of iterations exceeds 7500, the increase of volleyball
indicators will significantly decrease. With the further in-
crease of the number of iterations, the corresponding index
will drop suddenly and then slowly, indicating that volleyball
will decline after a certain period of time. And we should
make a detailed analysis of the indicators of the decline stage
according to the relevant laws of volleyball. We should also
find out the existing related problems and take corre-
sponding measures to prevent and cure, so as to make
volleyball get long-term development. +e main reasons for
errors in the second half of the prediction curve include the
following: (1) the optimization model can better describe the
linear stage of volleyball sports indicators, but there are still
deficiencies in the description of the falling stage, which is
also our next research direction, and (2) the optimization
model has a good performance in Figure 12, while the latter
half of Figure 13 has a poor performance, because the data in
Figure 13 are predicted values, which have certain influence
and uncertainty on the model, leading to errors.
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5. Conclusion

(1) With the increase of response, the beam change
curves of different algorithms show multiple fluc-
tuation changes in which the fluctuation range of
MPDR algorithm is large. +e curve obtained by
MVDR algorithm is close to the fluctuation char-
acteristics of the optimization algorithm on the
whole. +e beam changing pattern obtained by the
optimization algorithm can better reflect the
changing trend of the beam.

(2) Fuzzy neural network and simulation cluster analysis
method are used to analyze volleyball, and the overall
analysis curve of data clustering performance under
different parameters shows a gradual downward
trend.+e variation patterns of A2 and A3 curves are
basically the same, showing a slow decline. A4 shows
a step downward trend, A1’s downward trend is
similar to the change trend of logarithmic function,
and the curve corresponding to A5 experiences a
drop in a short period of time.

(3) As the number of iterative steps increases, the data
described by the original model can be divided into
linear increase stage, slow increase stage, and fluc-
tuation stage. +e original model can only describe
the first stage of volleyball. +e optimization model
can not only better analyze the first stage of volleyball
but also better characterize its second and third
stages.
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