
Research Article
The Prediction of Enterprise Stock Change Trend by Deep Neural
Network Model

Guifen Ma,1 Ping Chen ,1,2 Zhaoshan Liu,3 and Jia Liu4

1Accounting Institute, Guangzhou Huashang College, Guangzhou 511300, Guangdong, China
2Graduate School, Nueva Ecija University of Science and Technology, Cabanatuan 3100, Philippines
3School of Economics and Management, Taishan University, Taian 271000, Shandong, China
4International College, Krirk University, Maha Nakhon, Bangkok 10220, �ailand

Correspondence should be addressed to Ping Chen; chenp@gdhsc.edu.cn

Received 21 April 2022; Revised 19 May 2022; Accepted 6 June 2022; Published 2 August 2022

Academic Editor: Vijay Kumar

Copyright © 2022 Guifen Ma et al. �is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

�is study aims to accurately predict the changing trend of stocks in stock trading so that company investors can obtain higher
returns. In building a �nancial forecasting model, historical data and learned parameters are used to predict future stock prices.
Firstly, the relevant theories of stock forecasting are discussed, and problems in stock forecasting are raised. Secondly, the
inadequacies of deep neural network (DNN) models are discussed. A prediction trend model of enterprise stock is established
based on long short-term memory (LSTM). �e uniqueness and innovation lie in using the stock returns of Bank of China
securities in 2022 as the training data set. LSTM prediction models are used to perform error analysis on company data training.
�e 20-day change trend of the company’s stock returns under di�erent models is predicted and analyzed.�e results show that as
the number of iterations increases, the loss rate of the LSTM training curve keeps decreasing until 0.�e average return price of the
LSTM prediction model is 14.01. �is �gure is closest to the average real return price of 13.89. �rough the forecast trend analysis
under di�erent models, LSTM predicts that the stock change trend of the enterprise model is closest to the changing trend of the
actual earnings price. �e prediction accuracy is better than other prediction models. In addition, this study explores the
characteristics of high noise and complexity of corporate stock time series, designs a DNN prediction model, and veri�es the
feasibility of the LSTM model to predict corporate stock changes with high accuracy.

1. Introduction

In recent years, scholars have been exploring the stock
market. �ey were constantly developing new technologies,
new models, and better methods [1, 2]. Such continuous
investment and the emergence of many research results
make stock market research increasingly mature. As the
stock market has grown, time series analysis has brought a
corresponding rise. �e idea of time series is to use the
relationship between variables and time in the series to
establish a statistical forecasting model [3]. On the basis of
the time series method, time series models such as autor-
egression, moving average, autoregressive moving average,
generalized autoregressive conditional heteroscedasticity,
and Monte Carlo simulation are generated [4]. However,
�nancial time series objects are a�ected by many factors,

such as stock data. It tends to be nonstationary, nonlinear,
and noisy. �e �nancial time series object is di�erent from
the previous time series method, which only involves uni-
lateral in¡uencing factors of time. �erefore, the traditional
time series method is unsuitable for stock data, and the
prediction performance is not ideal [5–7]. With the
breakthrough of the Internet and computer technology, the
development of data storage technology has ushered in the
era of big data. People are constantly exposed to a large
amount of data and information from computers andmobile
phones for huge amounts of data. Obtaining useful and
human-wanted information from it has become the focus of
research [8]. Large amounts of data are generated every day
due to the timeliness of the stock market. �e stock market
has accumulated enough historical data. Experts and
scholars have obtained a large amount of research data and
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can research the stock market [9]. *e price of a stock is
affected by several factors. *is makes forecasting stock
prices not so easy. However, with the development of
machine learning technology, it is possible to dig out the
information that is extremely important for stock fore-
casting from themassive information.*erefore, the work of
stock forecasting is still of great value and significance [10].

Jalali and Heidari established a stock market forecast
model based on grey system theory and made specific
forecasts for stock prices [11]. With the increasing im-
provement of neural network learning theory, scholars have
carried out mathematical modeling and prediction on the
stock market. Peng et al. used a wavelet neural network to
predict the trend of stocks [12]. Nti et al. used echo vector
machines to predict the trend of stocks [13]. Livieris et al.
used recurrent neural networks (RNN) to predict the trend
of stocks [14]. Ecer et al. predicted the performance of the
Istanbul Stock Exchange based on an artificial neural net-
work (ANN) and regression model. According to the
comparison, the prediction effect of the neural network was
better than that of other regression models [15]. Lv et al.
improved the basic backpropagation neural network
(BPNN) algorithm. In the experimental results, the pre-
diction accuracy of the improved BPNN is high, and its
convergence speed is higher than that of the standard BPNN
[16]. Kumar made short-term forecasts for stock prices.
*rough the stock price prediction analysis of different
models of the radial basis function (RBF) network, BPNN,
and Elman network, it is concluded that the predictive ability
of the feedforward neural network is lower than that of the
feedback neural network [17]. Chung and Shin used a ge-
netic algorithm to improve the performance of technical
analysis indicators and optimized parameters in the trading
system. *e development trend of price changes can be
found more easily [18]. Nandy et al. used the random forest
(RF) algorithm to establish a stock prediction model, and the
input features were input through different technical indi-
cators, which made the prediction accuracy of the results
very high [19]. Qiu et al. used an improved LSTM model to
predict stock indices. *e results show that the prediction
accuracy of the improved LSTMmodel is higher than that of
the traditional BPNN and the standard LSTM model. Ad-
ditionally, the prediction volatility of its model on Vestak
stock data is small [20]. Mehtab and Sen used python to
build a long short-term memory (LSTM) model. *ey used
the model to analyze and predict historical data on steel
transaction prices [21]. Ni et al. predicted stock trends from
the perspective of market sentiment and established a word
embedding stock prediction model based on deep learning
methods. *e model can extract effective information from
news, analyze stock investors’ views on current stock
holdings during this period, and predict the trend of the next
wave of stocks [22]. In the related research on stock fore-
casting and analysis, scholars use random forest algorithms
to predict the stock trend. However, the prediction accuracy
of this algorithm still has a large gap compared with the deep
neural network (DNN). *erefore, this study aims to build a
trend prediction model for company stock changes based on
LSTM.

Firstly, the relevant theories of stock forecasting are
discussed. Problems with stock forecasting are raised. Sec-
ondly, the inadequacies of DNN models are discussed. An
LSTM-based corporate stock forecast trend model is
established. *e innovation lies in using the stock return
price of BOC Securities in 2022 as the training data set and
conducting error analysis on enterprise data training
through the LSTM prediction model. Under different
models, the trend of the company’s stock earnings price over
20 days is predicted and analyzed.

2. Design of LSTM-Based Corporate Stock
Change Trend Model

2.1. StockForecast/eory. In the stock market, the regularity
of the development and change of things is found through
the precise statistics of movement changes. *is law has a
great prediction on the trend of future development and
change. Changes in technical charts and indicators record
past movements in the stock market. *erefore, they carry
the laws of market changes. Technical analysis is a common
tool for investors to operate stocks. Technical analysis in-
cludes two aspects: various graphics of index (price)
movement and analysis of trend changes of various technical
indicators. Technical analysis is to summarize and count the
past trend of the index, extract the direction and forecast of
the future operation of the index, and provide investors with
operational guidance. *e basic method of stock forecasting
is shown in Figure 1.

In Figure 1, the securities investment analysis method
comprehensively analyzes various information affecting the
value or price of securities through various professional
analysis methods to judge the value or price of securities and
their changes, which is an important link in securities in-
vestment. *ere are mainly basic analysis and technical
analysis. *e fundamental analysis mainly analyzes the in-
ternal factors of the issuing company. *e analysis of the
internal factors of the issuing company mainly analyzes the
internal factors of the issuing company. *e analysis of the
internal factors of the issuer, such as the issuer’s credit
rating, financing capability, operation and management
status, and long-term planning, provides a basis for investors
to choose a reliable investment object. It mainly refers to
analyzing the trend of changes in securities prices using
various technical methods, which provides a basis for in-
vestors to observe and judge the stock market trend and
make securities trading decisions. Time series forecasting
uses the data of the past period to predict the information of
the future period, including continuous forecasting (nu-
merical forecasting, range estimation) and discrete fore-
casting (event forecasting), with very high commercial value.
*e neural network prediction method is to predict the stock
trend through ANN, use the time series composed of stock
transaction data, simulate the functional relationship be-
tween input and output data through self-learning, and
apply the function to predict future stock prices. *e
combined forecasting method is forecasting using two or
more different forecasting methods. It can be a combination
of quantitative or qualitative methods. But in practice, more
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qualitative and quantitative methods are used. �e main
purpose of combination is to comprehensively utilize the
information provided by various methods to improve the
prediction accuracy as much as possible [23]. Commonly
used raw stock data are shown in Table 1.

Technical indicators are widely used in actual stock
market operations. Commonly used stock technical indi-
cators are as follows: moving average (MA) is a statistical
analysis method. �e securities prices (index) in a certain
period are averaged. �e averages of di�erent times are
connected to form a MA. A technical indicator is used to
observe the trend of securities price changes [24, 25]. �e
calculation expression is shown as follows:

MAn � C1 + C2 + C3 + C4 + · · · + Cn( )÷ n. (1)

C1, . . .,Cn are the sum of the closing prices of n days, and
n is the number of days. �e deviation rate (Y value) is a
technical indicator derived from the moving average prin-
ciple. Its function is mainly to measure the degree of de-
viation of the stock price from the moving average during
the ¡uctuation process to obtain the possible retracement or
rebound caused by the deviation of the stock price from the
moving average trend when the stock price ¡uctuates vio-
lently. Stock prices are within the normal range and continue
their trend. �e calculation of the deviation rate is shown as
follows:

Nb � p −Na( )÷Na[ ] × 100%. (2)

Na and Nb are the daily multiplication rate and daily
moving average price, respectively. p is the closing price of
the day. Moving average convergence divergence (MACD) is
based on the construction principle of the moving average,
smoothing the closing price of the stock price and then
calculating the arithmetic mean value. It is a trend indicator.
�eMACD indicator is a double smoothing operation using
fast (short term) and slow (long term) moving averages and
their signs of convergence and separation. MACD is de-
veloped according to the principle of moving average; in
addition to the defect that moving average sends false sig-
nals, it also retains the e�ect of moving average. �erefore,
the MACD indicator has the characteristics of moving av-
erage trend and stability. It is a technical analysis indicator
used to judge the timing of buying and selling stocks and

predict the rise and fall of stock prices. �e MACD consists
of the positive and negative di�erence (DIF) and the dif-
ference exponential average (DEA). DIF is calculated as in
the following equations:

EMA(12) � 2
12 + 1

× p + 11/(12 + 1) × EMA(12)T, (3)

EMA(26) �
2

26 + 1
× p +

25
(26 + 1)

× EMA(26)T, (4)

DIF � EMA(12) − EMA(26). (5)

EMA(12) and EMA(26) are the fast smooth moving line
on the 12th and the slow smoothing average on the 26th,
respectively. p is the closing price of the day. EMA(12)T and
EMA(26)T are the EMA of the previous day. After the DIF is
obtained, the individual DIF can also perform market
forecasting. However, for a more reliable signal, DEA is
calculated as follows:

DEA �
2

9 + 1
×DIFF +

(9 − 1)
(9 + 1)

×DEAT. (6)

DIFF is today’s DIF value, and DEAT is the previous
day’s DEA value. �e DIFF line is the di�erence between the
12-day EMA and the 26-day EMA.�e DEA line is the 9-day
smoothed moving average of the DIFF line. Sentiment in-
dicators and willingness indicators are both technical in-
dicators that analyze historical stock prices. Among them,
the popularity indicator pays more attention to the opening
price, thus re¡ecting the popularity of market trading. �e
willingness indicator pays attention to the closing price and
re¡ects the degree of market willingness to buy and sell. �e
two indicators analyze stock price ¡uctuations from di�erent
perspectives to achieve the common purpose of tracking the
future trend of stock prices. According to On-Balance
Volume (OBV), the four elements of stock market technical
analysis are price, volume, time, and space. �e OBV in-
dicator is a technical indicator that uses the factor of
“quantity” as a breakthrough to discover popular stocks and
analyze the movement trend of stock prices. It digitizes and
visualizes the relationship between the popularity of the
stock market, the trading volume, and the stock price and
measures the driving force of the stock market by the change
in the stock market trading volume to study and judge the
trend of the stock price. Regarding volume research, the
OBV energy tide indicator is one of the most important
analytical indicators. �e Relative Strength Index (RSI)
analyzes the intention and strength of the market’s buying
and selling orders by comparing the average closing gain and
the average closing decline to make a future market trend.
�e calculation of RSI is shown as follows:

RSI �[h÷ (h + d)] × 100. (7)

h represents the rising average and d represents the
falling average. �e rising average is the average of the rises
over a certain day, and the falling average is the average of
the falls over the same day. �e extent to which a stock price
changes outside its normal range is measured. �e indicator

Basic methods of
stock forecasting

Securities investment
analysis

Time series forecasting
method

Neural network
prediction method

Combined forecasting
method

Figure 1: Basic methods of stock forecasting.
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considers not only the closing price but also recent highs and
lows. �is avoids the weakness of considering only the
closing price and ignoring the true volatility range. It is
mainly a technical tool that uses the real volatility of price
¡uctuations to re¡ect the strength of price trends and
overbought and oversold phenomena and to buy and sell
signals before prices have risen or fallen. It mainly studies
the relationship between the highest price, the lowest price,
and the closing price in the design process. Additionally, it
also combines some advantages of the momentum concept,
strength indicator, and moving average to judge the market
quickly and intuitively.�e psychological line, also known as
the Majority Rule (MJR), is a popular index based on the
research on the psychological trend of investors for buying
and selling stocks. �e problem with stock forecasting is
shown in Figure 2.

2.2. �eoretical Basis of the DNN Model. In recent years,
some people have begun to apply neural networks to the
�nancial �eld, hoping to achieve results beyond traditional
machine learning methods. �e e�ect of the �rm’s strategy
on various institutions did not disappoint. With reasonable
marking and massive factor construction, the neural net-
work-based strategy achieved good results. Neural networks
are based on perceptron extensions, and DNN can be un-
derstood as neural networks with many hidden layers. �e
DNN model is shown in Figure 3.

In Figure 3, in is the input of the neuron, and yn is the
output value. However, as the number of hidden layers of the
neural network deepens, the optimization function easily
falls into the optimal local solution, the performance is not as
good as that of the shallower network, and the phenomenon
of “gradient disappearance” is more serious. RNN is
designed to deal with the problem that ordinary neural
networks cannot handle �xed-length sequences. In the RNN,
the data is regarded as a sequence of di�erent sections
entering the network. �e data of each section is combined
with the data output from the previous section for input.
However, if the length of the time series can be controlled, it
does not need to rely on the input mode of the series data of
di�erent sections, but the data of a whole time series is
transmitted to the network in one go [26]. �e changes in
Shenzhen Component Index stocks on April 13, 2022, are
used as an example for analysis. �e changes in Shenzhen
Component Index stocks on April 13, 2022, are shown in
Figure 4.

In Figure 4, if the circle position in the �gure can be
predicted, the data used is in the red box. In the analysis

process, the overall situation of this range trend is directly
obtained or observed from left to right. However, in the
decision-making process, traders basically observe the recent
trend of a small segment and then judge based on the recent
trend of a large segment. A left-to-right pattern of data input
may also not be necessary while constructing a neural
network. LSTM is a very powerful time series-based model.
�ey can predict any step backward. An LSTM cell uses �ve
important parameters to model long-term and short-term
data. �e LSTM cell structure is shown in Figure 5.

In Figure 5, Ct is the unit state, which represents the
short-term and long-term memory stored by the unit; ht is
the hidden state, which is the output state information
calculated based on the current input, the previous hidden
state, and the current unit input to predict the future stock
price. In addition, the hidden state also determines whether
to use only the memory in the cell state for the next pre-
diction; it is the input gate, the information ¡owing from the
input gate into the cell state; ft is the forget gate, from the
current input and the previous cell state, information

Problems
with stock
forecasts

High noise in the data

�e non-linear nature of
the stock market

�e policy characteristics of
China’s stock market

Investor’s subjectivity

Figure 2: Problems with stock forecasting.
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Figure 3: DNN model.

Table 1: Commonly used raw stock data.

Commonly used raw data Illustration
Opening price �e price at which securities are �rst bought and sold on a stock exchange after the opening of each trading day
Highest price �e highest value of the stock price of the day, generally 110% of the opening
Lowest price �e lowest value of the stock price of the day generally refers to 90% of the opening price
Closing price �e price of the stock after the end of the day’s trading
Volume �e number of transactions between buyers and sellers of stocks, which is unilateral
Turnover �e amount of a stock traded on the exchange-traded market during a speci�c period
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Shenzhen Component Index

11868.07

11756.38

11644.69

11533.07

11:30/13:00

-1.90%

15:00

Fund flow
Extra large order: -171025.76
Large order: -337943.99
Mid lane: -194962.26
Small order: 703922.18
Unit: ten thousand yuan

09:30

Figure 4: Changes in Shenzhen Component Index stocks (the data comes from 2A01 stocks on April 13, 2022, on CITIC Securities.com).
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Figure 5: Cell structure of LSTM.
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flowing to the current cell state; Ot is the output gate, in-
formation flowing from the current cell state to the hidden
state. Xt is the input at the current moment, 􏽥Ct is the new
candidate value vector created by the tanh layer, Wx + b is
the weighted value of the input vector, and b is the bias [27],
as shown in the following equations:

Ct � ft ∗ ct−1 + it ∗ 􏽥Ct, (8)

Ot � σ xtWox + ht−1Woh + bo( 􏼁, (9)

ht � Ot ∗ tanh Ct( 􏼁. (10)

Ct−1 is the cell state at the previous moment, σ is the
sigmoid layer, and the output result is 0 or 1. 0 means that no
information is allowed to pass through. 1 means let all in-
formation through. Wox and Woh are the connection weight
matrix between the output at the current moment and the
hidden state of the previous layer, respectively. bo is the bias.
*e process of predicting changes in corporate stocks based
on the LSTM model is shown in Figure 6.

2.3. Model Data Processing. *e data generation process is
shown in Figure 7.

In Figure 7, the data set with a total amount ofN is evenly
divided into N/b sequences, and each sequence contains b
data points. *e divided data of X0-XN−1 takes the subscript
of the element pointed to by the pointer of the current
segment as the input. One of the following 1–5 elements is
randomly selected as the correct prediction value.*emodel
does not always only predict the data immediately after the

current point in time. *is can effectively avoid overfitting.
*e index of the pointer is incremented by one, and the
generation of the next data point begins.

3. Results Analysis

3.1. LSTM Model Error Analysis. According to the experi-
ence and foundation of the LSTM model establishment,
through multiple prediction analysis experiments on Bank
of China Securities, the target accuracy of the loss function is
set to 0.005, and the number of iterations is 500.*e training
error curve is shown in Figure 8.

In Figure 8, as the number of iterations increases, the loss
rate of the LSTM training curve continues to decrease until it
decreases to 0. At 35 iterations, the LSTM training error
drops from 8 to close to 0. *e LSTM prediction model
meets the training requirements during iterative training,
reduces the number of iterations, and saves training time.

3.2. Analysis of Training Results of DifferentModels. In 2022,
BOC Securities stock change data will be used as a data set.
*e stock data in data set 20 is used as training data through
the LSTM model, the RNN model, and the BPNN model.
*e stock prediction changes under different models are
shown in Figure 9.

In Figure 9, the changing trend of the stock return price
trained by the LSTM model is most like the changing trend
of the actual return price. *e actual earnings price in these
20 days averaged 13.89. *e average return price of the
LSTM prediction model is 14.01, the average return price of
the RNN prediction model is 13.60, and the average return

Get historical 
data on stock 

changes

Actual forecast

Choose 
training data

Deep Neural 
Network Model

Output prediction 
resultEvaluation

Evaluation metrics 
(combining true 
value and error 

percentage)

Start

End

Figure 6: Prediction process of corporate stock change based on the LSTM model.
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price of the BPNNmodel is 13.78. �erefore, LSTM predicts
that the stock change trend of the enterprise model is the
closest to the changing trend of the actual income price, and
the prediction accuracy is better than other prediction
models.

3.3. Quantitative Analysis and Discussion of Results. �e
results show that the loss rate of the LSTM training curve
continues to decrease as the number of iterations increases.
After 320 iterations, the system achieved 80% of its goal. �e
model loss rate is reduced to 30%. In addition, the 20-day
average stock actual earnings price is 13.89. �e data show
that LSTM predicts that the stock change trend of the en-
terprise model is closest to the changing trend of the actual
earnings price, and the prediction accuracy is better than
other prediction models. Chopra and Sharma [28]
researched the fund-stock network prediction model and
studied the investment level, distribution, and trend of stock
funds according to the importance of stocks. �e simulation

results show that the investment level of stock funds is better
than the average investment level of the market. Equity
funds are most inclined to invest in the �nancial industry
and adjust the investment ratio of di�erent industries
according to the stock market ¡uctuation. He et al. [29]
evaluated the intrinsic stock value of existing capital ¡ows of
state-owned banks. �ey use the cash ¡ow method to make
estimates of free cash ¡ow equity and stock value by looking
at regulatory capital. �ese conclusions have important
reference values for estimating the intrinsic value of state-
owned bank stocks. Yadav et al. [30] studied the projected
shrinkage method of American option pricing. �ey pro-
posed a �nite element plus projection and contraction
method for stock price forecasting and veri�ed the e¯ciency
of the proposed method compared with existing methods
through numerical simulations. Kumar et al. [31] used the
group penalized logistic regression method to study and
predict the ups and downs of stock prices. �e research
screened out 24 important technical indicators and divided
them into �ve di�erent indicator groups. �e results show
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Figure 7: Data generation process.
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that penalized logistic regression and technical indicators
can improve prediction accuracy. Correctly predicting the
rising and falling trends of stock prices is an important
problem in the financial field. *is study builds an LSTM
prediction model and uses the stock return price of BOC
Securities as a training data set. *e simulation results verify
the feasibility of the LSTM model for predicting changes in
corporate stocks with high accuracy.

4. Conclusion

In 2022, through the prediction and analysis of the changing
trend of corporate stocks by the DNN model, the stock
income price of BOC Securities is used as the training data
set. Based on the LSTM prediction model, the enterprise’s
data training is analyzed for error. Under different models,
the stock return price of the enterprise within 20 days can be
predicted. *e research results show that when the number
of iterations is 35, the LSTM training error drops from 8 to
close to 0. In 2022, the average actual return price of BOC
Securities within 20 days is predicted to be 13.89. *e av-
erage return price of the LSTM predictionmodel is 14.01, the
average return price of the RNN prediction model is 13.60,
and the average return price of the BPNN prediction model
is 13.78. *e LSTM prediction model meets the training
requirements during iterative training, reduces the number
of iterations, and saves training time. *e changing trend of
the stock return price trained by the LSTM model is most
like the changing trend of the actual return price. *e
prediction accuracy is also better than other prediction
models. *is study studies the characteristics of high noise
and complexity of time series of corporate stocks, designs a
prediction model of the DNN, and verifies the feasibility of
the LSTMmodel to predict changes in corporate stores with
high accuracy. However, there are still some deficiencies to
be improved. *e main deficiency is that stock changes are
not considered due to social factors. *is study needs to
quantitatively analyze the characteristics of corporate stock
data, establish a training model, and further analyze the data
to make the prediction results more accurate.

Data Availability

*e data that support the findings of this study are available
from the corresponding author upon reasonable request.

Conflicts of Interest

*e authors declare that there are no conflicts of interest.

Acknowledgments

*is manuscript was supported by Guangzhou Huashang
College, research on the tutorial system foundation in 2018
(no. 2018HSDS02), the Ministry of Education, research on
national first-class undergraduate program construction
point: accounting major of Guangzhou Huashang College in
2021 (no. HS2019ZLGC22), and Characteristic innovation
project of Guangdong Education Department, research on
the construction of management accounting information

system combining industry, university, and research in 2017
(no. 2017WTSCX143).

References

[1] C. Xiao, W. Xia, and J. Jiang, “Stock price forecast based on
combined model of ARI-MA-LS-SVM,” Neural Computing &
Applications, vol. 32, no. 10, pp. 5379–5388, 2020.

[2] Z. Lei, “Research and analysis of deep learning algorithms for
investment decision support model in electronic commerce,”
Electronic Commerce Research, vol. 20, no. 2, pp. 275–295,
2020.

[3] R. Barzegar, M. T. Aalami, and J. Adamowski, “Short-term
water quality variable prediction using a hybrid CNN-LSTM
deep learning model,” Stochastic Environmental Research and
Risk Assessment, vol. 34, no. 2, pp. 415–433, 2020.

[4] P. Lara-Benı́tez, M. Carranza-Garćıa, and J. C. Riquelme, “An
experimental review on deep learning architectures for time
series forecasting,” International Journal of Neural Systems,
vol. 31, no. 3, Article ID 2130001, 2021.

[5] X. B. Jin, W. T. Gong, and J. L. Kong, “A variational Bayesian
deep network with data self-screening layer for massive time-
series data forecasting,” Entropy, vol. 24, no. 3, p. 335, 2022.

[6] T. Kim and B. R. King, “Time series prediction using deep
echo state networks,” Neural Computing & Applications,
vol. 32, no. 23, pp. 17769–17787, 2020.

[7] I. E. Livieris, E. Pintelas, and P. Pintelas, “A CNN-LSTM
model for gold price time-series forecasting,” Neural Com-
puting & Applications, vol. 32, no. 23, pp. 17351–17360, 2020.

[8] R. D. Yates, Y. Sun, and D. R. Brown, “Age of information: an
introduction and survey,” IEEE Journal on Selected Areas in
Communications, vol. 39, no. 5, pp. 1183–1210, 2021.

[9] A. Delfanti, “*e financial market of ideas: a theory of aca-
demic social media,” Social Studies of Science, vol. 51, no. 2,
pp. 259–276, 2021.

[10] Z. Dai and H. Zhou, “Prediction of stock returns: sum-of-the-
parts method and economic constraint method,” Sustain-
ability, vol. 12, no. 2, p. 541, 2020.

[11] M. F. M. Jalali and H. Heidari, “Predicting changes in Bitcoin
price using grey system theory,” Financial Innovation, vol. 6,
no. 1, pp. 1–12, 2020.

[12] L. Peng, K. Chen, and N. Li, “Predicting stock movements:
using multiresolution wavelet reconstruction and deep
learning in neural networks,” Information, vol. 12, no. 10,
p. 388, 2021.

[13] I. K. Nti, A. F. Adekoya, and B. A. Weyori, “Efficient stock-
market prediction using ensemble support vector machine,”
Open Computer Science, vol. 10, no. 1, pp. 153–163, 2020.

[14] I. E. Livieris, T. Kotsilieris, and S. Stavroyiannis, “Forecasting
stock price index movement using a constrained deep neural
network training algorithm,” Intelligent Decision Technologies,
vol. 14, no. 3, pp. 313–323, 2020.

[15] F. Ecer, S. Ardabili, S. S. Band, and M. Amir, “Training
multilayer perceptron with genetic algorithms and particle
swarm optimization for modeling stock price index predic-
tion,” Entropy, vol. 22, no. 11, p. 1239, 2020.

[16] Y. Lv, W. Liu, Z. Wang, and Z. Zhihao, “WSN localization
technology based on hybrid GA-PSO-BP algorithm for indoor
three-dimensional space,”Wireless Personal Communications,
vol. 114, no. 1, pp. 167–184, 2020.

[17] S. Kumar, “Grey Wolf optimization-Elman neural network
model for stock price prediction,” Soft Computing, vol. 25,
no. 1, pp. 649–658, 2021.

8 Computational Intelligence and Neuroscience



[18] H. Chung and K. Shin, “Genetic algorithm-optimized multi-
channel convolutional neural network for stock market
prediction,”Neural Computing & Applications, vol. 32, no. 12,
pp. 7897–7914, 2020.

[19] S. Nandy, R. Srinet, and H. Padalia, “Mapping forest height
and aboveground biomass by integrating ICESat-2, Sentinel-1
and Sentinel-2 data using Random Forest algorithm in
northwest Himalayan foothills of India,”Geophysical Research
Letters, vol. 48, no. 14, Article ID e2021GL093799, 2021.

[20] J. Qiu, B. Wang, and C. Zhou, “Forecasting stock prices with
long-short term memory neural network based on attention
mechanism,” PLoS One, vol. 15, no. 1, Article ID e0227222,
2020.

[21] S. Mehtab and J. Sen, “A time series analysis-based stock price
prediction usingmachine learning and deep learningmodels,”
International Journal of Business Forecasting and Marketing
Intelligence, vol. 6, no. 4, pp. 272–335, 2020.

[22] H. Ni, S. Wang, and P. Cheng, “A hybrid approach for stock
trend prediction based on tweets embedding and historical
prices,” World Wide Web, vol. 24, no. 3, pp. 849–868, 2021.

[23] C. Xiao, W. Xia, and J. Jiang, “Stock price forecast based on
combined model of ARI-MA-LS-SVM,” Neural Computing &
Applications, vol. 32, no. 10, pp. 5379–5388, 2020.

[24] S. Wu, Y. Liu, Z. Zou, and H. Tien, “S_I_LSTM: stock price
prediction based on multiple data sources and sentiment
analysis,” Connection Science, vol. 34, no. 1, pp. 44–62, 2022.

[25] D. C. Yıldırım, I. H. Toroslu, and U. Fiore, “Forecasting
directional movement of Forex data using LSTM with
technical and macroeconomic indicators,” Financial Inno-
vation, vol. 7, no. 1, pp. 1–36, 2021.
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networks as models of dynamical processes used in predictive
control: a comparison of models developed for two chemical
reactors,” Sensors, vol. 21, no. 16, p. 5625, 2021.

[28] R. Chopra and G. D. Sharma, “Application of artificial in-
telligence in stock market forecasting: a critique, review, and
research agenda,” Journal of Risk and Financial Management,
vol. 14, no. 11, p. 526, 2021.

[29] M. He, X. Hao, and Y. Zhang, “Forecasting stock return
volatility using a robust regression model,” Journal of Fore-
casting, vol. 40, no. 8, pp. 1463–1478, 2021.

[30] K. Yadav, M. Yadav, and S. Saini, “Stock values predictions
using deep learning based hybrid models,” CAAI Transactions
on Intelligence Technology, vol. 7, no. 1, pp. 107–116, 2022.

[31] R. Kumar, P. Kumar, and Y. Kumar, “Multi-step time series
analysis and forecasting strategy using ARIMA and evolu-
tionary algorithms,” International Journal of Information
Technology, vol. 14, no. 1, pp. 359–373, 2022.

Computational Intelligence and Neuroscience 9


