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With the increasing communication between countries, machine translation has become an important way of communication
between ethnic groups in di�erent language systems. In order to further improve the coverage mechanism and vocabulary
translation quality of the machine translation model of neural network, this paper will study the machine translation English
lexical analysis system based on simple recurrent neural network. In order to improve the e�ect of word alignment, marking and
attention mechanism are introduced into the English lexical analysis model. �e experimental results show that the tagging of
named entity words in the system can reduce the problem of unregistered words. Combined with the attention mechanism, it can
signi�cantly improve the e�ect of word alignment and label recall. It not only improves the controllability of translation but also
has a positive impact on the quality of translation and its application e�ect in speci�c scenes. �e evaluation of translation quality
indicators shows that the system can e�ectively improve the accuracy and quality of Chinese-English translation.

1. Introduction

At present, long short-term memory (LSTM) and recurrent
neural network (RNN) are widely used in machine trans-
lation. �e model is good at modeling natural language,
transforming sentences of any length into �oating-point
vectors of speci�c dimensions, and “remembering” the more
important words in the sentences for a long time.�e model
well solves the problem of sentence vectorization in natural
language and is of great signi�cance for using computer to
process natural language so that the language processing by
computer no longer stays at the simple level of literal
matching but further goes deep into the level of semantic
understanding.

Language exchange is an important way of cultural
exchange among countries all over the world. Due to the
di�erences in language and culture between countries, there
are some obstacles in the communication between ethnic
groups with di�erent language systems. With the advantage
of fast translation speed, machine translation has become an
important way of communication between di�erent lan-
guages. Especially in recent years, the development of

computer technology has provided technical support for
machine translation, and machine translation equipment
that can carry out real-time translation has been applied in
many �elds [1]. At present, the machine translation method
based on neural network has become an important devel-
opment direction of machine translation. However, due to
the limitation of the capacity of translation vocabulary and
coverage mechanism, there are some problems in machine
translation based on neural network, such as unregistered
words, overtranslation, or missing translation [2].�erefore,
the optimization and improvement of machine translation
based on neural network have become the focus of machine
translation research. In language translation, the mutual
translation between English and di�erent languages is the
most common and widely used, and the language rules of
di�erent language systems are di�erent [3]. Words are the
basic elements of modern English expression, and each word
may correspond to multiple words, and the semantics of
each sentence can be described correctly only by dividing the
words contained in it into a single meaning. �e results of
English word segmentation have a very important impact on
the translation e�ect of machine translation model.
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'erefore, this paper proposes the research of machine
translation English lexical segmentation system based on
simple recurrent neural network, which can improve the
word alignment effect and translation quality of the system
by tagging unlisted words and attention tailoring and
regularization.

'is paper will study the machine translation English
lexical analysis system based on simple recurrent neural
network. 'e study is divided into five parts. 'e first part
expounds the background content of language rules of
different language systems. 'e second part analyzes the
development and current situation of machine translation
research. 'e third part constructs a machine translation
English vocabulary analysis model based on simple recur-
rent neural network. A simple recurrent neural network is
described. 'is paper analyzes the English vocabulary
analysis model of machine translation based on simple re-
current neural network. 'e fourth part analyzes the ex-
perimental results of machine translation English
vocabulary analysis system based on simple recurrent neural
network. Finally, the full text is summarized. 'e results
show that this study can significantly improve the effect of
word alignment and label recall. It not only improves the
controllability of translation but also has a positive impact
on the quality of translation and its application effect in
specific scenes.

2. Development and Current Situation of
Machine Translation Research

Machine translation is a way to realize the conversion be-
tween different natural languages through computer tech-
nology. It was first realized through dictionary matching, but
this way is only a rigid conversion between words, ignoring
the language characteristics of different languages [4]. To
solve this problem, scholars continue to accumulate lan-
guage rules and knowledge of different languages and in-
troduce language expert knowledge rules to optimize
translation results on the basis of dictionary translation [5].
However, when the number of relevant rules in this kind of
machine translation system increases to a certain number, it
is difficult to improve the system performance through rule
increase [6]. After that, some scholars put forward a way to
translate the sentences produced by the new source language
with the help of relevant principles according to the existing
translation experience and knowledge. 'e language data-
base automatically summarized in this way and the rule
design can eliminate the problem of ambiguity, and the
translation result is better than the rule-based machine
translation [7, 8]. Based on this, some scholars have pro-
posed a method to locate continuous and discontinuous
boundary matching according to the alignment type of
fragments in the translated language sentence [9]. With the
development of computer technology and data statistics
technology, the idea of machine translation based on sta-
tistical technology has been put forward; that is, the
translation task is transformed into the probability of any
two sentences translating each other between corpora. 'e
key point is to find a suitable way to match the source

sentence with the target slogan sentence with the maximum
probability [10]. Some studies have listed the availability of
machine translation language modeling tools, parser data-
bases, and evaluation indicators. 'e classification of MTS,
evaluation methods, and platforms is based on a clear set of
criteria. 'e survey article explores new research ap-
proaches, which will help to develop high-quality MTS [11].
Some fish species and other important biological informa-
tion are artificially inferred. Large-scale visual inspection is
reliable and highly automated. Some experts combined
convolutional neural network (CNN) with transfer learning
to apply it to a new prediction of fish (wild/cultured) [12].
However, the focus of this translation method is to divide
sentences into words, ignoring the influence of the positional
relationship between words. With the development of sta-
tistical machine translation, it has gradually become the
mainstream of machine translation, but there are still some
problems to be solved in practical application, such as linear
indivisibility, difficult design features, and insufficient uti-
lization of nonlocal context [13]. By 2012, deep learning
came into people’s vision and the stage of explosive de-
velopment began. Machine translation based on neural
network came into being [14]. Neural network machine
translation can alleviate the problems of statistical machine
translation to a great extent and gradually show better
translation performance. It has become the core technology
of many commercial online machine translation systems
[15]. It is generally composed of encoder and decoder
structures, and their network structures can be different [16].
At the same time, in the process of translation, neural
network machine translation is mainly carried out according
to the mapping relationship between the two languages,
which greatly simplifies the complexity of the translation
model [17]. At present, the development of neural network
machine translation has encountered a bottleneck. Problems
such as unregistered words, overtranslation, and exposure
deviation restrict its performance improvement. Solving
these problems has become the main direction of neural
network machine translation model research [18].

3. Construction of English Lexical Analysis
Model of Machine Translation Based on
Simple Recurrent Neural Network

3.1. Simple Recurrent Neural Networks. 'e development
and application of artificial neural network and deep
learning theory have solved many problems and bad phe-
nomena in statistical machine translation and improved the
performance of machine translation [19]. Feedforward
neural network plays an important role in various project
classifications with its unique advantages, but its function
also has some limitations. However, there are some limi-
tations; for example, the performance is not as good as
machine learning under small data samples, the model is
relatively complex, and the process cannot be explained [20].
In contrast, the feedback neural network has better stability
in learning and memory performance. Among them, the
simple recursive neural network not only has fast
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convergence speed and high accuracy but also can retain the
historical input information and take it as the network
output while analyzing the logical information sequence and
practical relationship in the information [21]. 'e simple
recurrent neural network structure has the same input layer,
hidden layer, and output layer as the feedforward neural
network, as well as the receiving layer connected with the
hidden layer, and each neuron in the receiving layer has and
only has one corresponding hidden layer neuron. Its main
function is delay feedback, that is, to memorize and store the
data information output by the corresponding hidden layer
neuron at the previous time, and delay feedback back to the
hidden layer neuron [22]. Each time a new input is input, the
LSTM will first decide which memories to forget according
to the new input and the output of the previous time; the
input and the output of the previous step will be integrated
into a separate vector and then through the sigmoid neural
layer and finally point-to-point multiplication on the unit
state. Because the sigmoid function will compress any input
to the interval of [0, 1], we can intuitively get the working
principle of this gate; if a component of the integrated vector
becomes 0 after passing through the sigmoid layer, it is
obvious that the corresponding component of the unit state
will also become 0 after bit multiplication. In other words,
“forgetting” the information on this component, if a com-
ponent is 1 after passing through the sigmoid layer, the cell
state will “keep a complete memory.” Different sigmoid
output will bring different information memory and for-
getting. In this way, LSTM can remember important in-
formation for a long time, and the memory can be adjusted
dynamically with the input. 'is can increase the dynamic
memory performance of simple recurrent neural network
and maintain strong historical data sensitivity. Figure 1
shows the structure of Elman network in simple recurrent
neural network.

'e mathematical model is shown in the three following
formulas:

y(k) � g w
2
h(k) + by , (1)

h(k) � f w
1
u(k − 1) + w

3
xc(k) + bh , (2)

xc(k) � α · xc(k − 1) + h(k − 1). (3)

In the above formulas, the iterative time step is expressed
as k, the input vector and output vector are expressed as
u � [u1, u2, . . . , ur] and y � [y1, y2, . . . , ym], respectively,
the vector of the hidden layer is expressed as
h � [h1, h2, . . . hn], and the output vector of the receiving
layer is expressed as xc � [xc1, xc2, . . . , xcn]. 'e connection
weight matrix is expressed as w1, w2, w3, and the first two
can be modified and updated, and the latter is a fixed value.
'e threshold matrix is expressed as by and bh. 'e acti-
vation function is expressed as g(•), f(•).

Simple recurrent neural network extracts the dynamic
characteristics of input and output parameters and deter-
mines the stable network parameters in the learning process.
Its learning algorithm selects error correction learning; that
is, when there is an error beyond the acceptable range

between the actual value and the expected value output by
the output layer, it will distribute the error signal layer by
layer to the neurons of each layer by means of back-
propagation, and, on this basis, update and correct the
weight and threshold matrix of neurons of each layer. Let the
actual output of the simple recurrent neural network be
expressed as y(k) and let the expected output value be
expressed as y(k). 'e error function is shown in the fol-
lowing formula:

E(W)(k) �
1
2
(y(k) − y(k))

T
(y(k) − y(k)). (4)

'e goal of learning and training simple recurrent neural
network is to obtain the minimum weight matrix that meets
the E(W∗) � minE(W) condition. 'erefore, this problem
can be transformed into an optimization problem, which can
be solved by learning BP algorithm. 'e weight matrix
update formulas are shown in the two following equations:

W � W + ΔW, (5)

ΔW � −η
zE

zW
. (6)

'e error function is expressed as E and the learning rate
is expressed as η.

'e calculation of weight correction between hidden
layer and output layer is shown in the following formula:

Δw2
ij � η yi(k) − yi(k)( gi

′(•)hj(k),

i � 1, 2, . . . , m; j � 1, 2, . . . , n.
(7)

'e calculation of skirt paper correction between input
layer and hidden layer is shown in the following formula:

Δw1
jq � η

m

i�1
yi(k) − yi(k)( gi

′(•)w
2
ijfi
′(•)uq(k − 1),

j � 1, 2, . . . , n; q � 1, 2, . . . , r.

(8)

'e calculation of the weight correction amount before
the receiving layer and the hidden layer is shown in the
following formula:
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Figure 1: Schematic diagram of Elman network structure in simple
recurrent neural network.
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Δw3
jl � η

m

i�1
yi(k) − yi(k)( gi

′(•)w
2
ij 

zhi(k)

zw
3
jl

,

zhi(k)

zw
3
jl

� fi
′(•)hl(k − 1) + α

zhi(k − 1)

zw
3
jl

,

j � 1, 2, . . . , n; l � 1, 2, . . . , n.

(9)

'e activation function is shown in the two following
formulas:

f(σ) �
1

1 + e
− σ , 0<f(σ)< 1, (10)

f(σ) �
e
σ

− e
− σ

e
σ

+ e
−σ � 2

1
1 + e

− 2σ  − 1, −1<f(σ)< 1.

(11)

3.2. English Lexical Analysis Model of Machine Translation
Based on Simple RecurrentNeuralNetwork. 'e basic idea of
end-to-end neural machine translation is to directly map the
source language text to the target language text using neural
network. Different from statistical machine translation,
there are no more manually designed late structures such as
word alignment, phrase segmentation, and syntax tree.
'ere is no need for artificial design features; end-to-end
neural machine translation can directly realize the con-
version of natural language text only using a nonlinear
neural network. During English translation, there is com-
plete alignment between the translation source and the
target, resulting in unequal sentence length or mismatching
of words between the source and the target. 'erefore, it is
necessary to combine the structure of simple recurrent
neural network model with end-to-end translation thinking.
Figure 2 shows the encoder-decoder framework of machine
translation English lexical analysis system based on simple
recurrent neural network.

'e encoder collects and obtains the corresponding data
information of the input source word sequence by the
coding process in the time dimension; the decoder gradually
translates the time series and outputs the results.'e process
is shown in the two following formulas:

st � f1 st−1, ot−1, c( , (12)

ot � f2 st, ot−1, c( . (13)

Finally, take the maximum dimension of the output
vector softmax as the current decoding result, as shown in
the following formula:

yt � argmaxd softmax Wyot + by  , (14)

Machine translation is based on English lexical infor-
mation. It pays attention to the cognition and processing of
the basic units contained in the text. Choosing the appro-
priate way of word segmentation and marking can help the
machine translation English word segmentation system

based on simple recurrent neural network improve its
performance. In the process of machine translation, the
particularity and coincidence of the meaning of named
entities and rare words will affect the system performance.
'is paper deals with this problem through the word based
on attention mechanism. First, take the last step result of the
decoder unit and the RNN transmission implicit state as the
input value, and the output value is calculated as shown in
the following formula:

ot � LSMT st−1, yt−1( . (15)

'eoutput value is expressed as ot, which is matched and
normalized with the implicit state correlation in the coding
stage, as shown in the two following formulas :

score ot, hj  � v
T
a tanh Wa ot, hj  , (16)

αt,j �
exp(score ot, hj 


T
k�1 exp score ot, hk( ( 

. (17)

'e implicit state of each step is ht.
'e resulting output implicit vector is shown in the

following formula:

ct � 
T

j�1
αt,j ∗ hj. (18)

'e output hidden vector is expressed as ct and the
length of neural network is expressed as T.

Due to the relatively perfect extraction method of named
entity words, the coding method of unregistered words can

Word probability

Hidden state

Source language
encoding status

Word vector

Unique heat
coding

Source language
sequence <bos> <eos>

encoder

decoder

I am a student <eos>

I Yes One student

Figure 2: Encoder-decoder framework of machine translation
English lexical analysis system based on simple recurrent neural
network.
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be expanded with its tagging characteristics, and the di-
versity of coding methods also makes different decoding
methods more feasible. 'e application of word alignment
concept not only makes the entity label output by the target
end correspond to the entity word or label at the source end
but also combines the attention mechanism to normalize the
score for all source words, which not only increases the
robustness of word alignment results but also further im-
proves the accuracy in the process of understanding code
replacement. On this basis, if we strengthen the translation
effect of named entity tags, we can not only improve the
recall rate of named entity tags in decoding but also have a
very important impact on the accuracy of tag translation.
'e optimization of attention mechanism is the key to
improve the alignment probability of entity tags. 'erefore,
based on the idea of coverage mechanism, this paper pro-
poses a clipping and regularization training method for
attention score.

Coverage mechanism has been applied in statistical ma-
chine translation, which can avoid obvious errors, repeated
translation, or floor translation in the process of translation.
In machine translation based on simple recurrent neural
network, coverage mechanism can help it obtain the most
reasonable word alignment method, improve the ability of
input sentence coverage and word alignment, and reduce the
error rate of named entity translation. According to the idea of
coverage, the machine translation English word segmentation
system based on simple recurrent neural network should
score the source words that have been paid attention to and
have not been paid attention to in the historical steps in the
decoding process, that is, reduce the attention of the words
that have been paid attention to and shift the attention to the
words that have not been translated, so as to dynamically
adjust the attention of different decoding steps.

After all decoding processes are completed, the variables
that record the attention history will have certain semantic
information due to their distributionmode, whichmay affect
the law of the overall attention canvas. 'erefore, the at-
tention can be closer to the preset distributionmode through
the attention distribution regularization process. Compared
with the coverage mechanism, the combination of attention
clipping mechanism and regularization does not damage the
translation effect. 'e regularization method discards the
realization of the weight of the source word of implicit
variable learning and selects the information extraction
ability of codingmodelingmethod to realize the convergence
in the reasonable expression interval.'ismethod has higher
controllability. 'erefore, this paper selects the combination
of attention clipping mechanism and regularization.

4. Experimental Result

4.1. Analyze the System Performance Test Results.
Considering the experimental effect and actual situation, this
paper selects the common Chinese-English translation for
testing and selects the Chinese-English bilingual alignment
corpus that provides a high-quality open-source dataset for
corresponding training. 'e length threshold in the training
is set to 100, and 10000 sentence pairs of the corpus are

randomly selected as the verification set to observe the
convergence degree and generalization state of the param-
eters, so as to prevent the system from overfitting. It is also
the comparison object of the experimental results. 'is
paper mainly investigates the recall rate and attention dis-
tribution regression of unregistered words, in which the
threshold of unregistered words is set to 50.

'e coding preprocessing of the system adopts named
entity labeling, which also enables the named entity location
task of the target language to be trained synchronously. In
the experiment, the convergence of the named entity lo-
cation task will be tested, and the change of the prediction
accuracy of the named entity label in the training process will
be analyzed. 'e experiment will be expressed by the pre-
diction of the entity label in the verification set and the cross
entropy of the target result. 'e results are shown in Fig-
ure 3. It can be seen from the results in the figure that the
overall development trend of the cross entropy value of
multiple tasks is a downward trend with the increase of the
number of training cycles, and its downward trend is similar
to the convergence law of conventional single task training,
which shows that the named entity calibration and posi-
tioning task in the system can still carry out normal training.

'e regularization effect of attention mechanism has a
key impact on the translation effect of entity tags, and its
convergence effect and distribution state reflect the ratio-
nality of regularization. 'erefore, this paper records the
overall attention of different machine translation methods
on the verification set and also records themean square error
of their target distribution.'e results are shown in Figure 4.
According to the results in the figure, RNN search model
and coverage model are test comparison models. 'e cov-
erage model adopts different ways to realize the effect of
attention history on decoding, but it does not adjust the loss
function accordingly. In the simple uniform distribution
(all-1) state, the results of all translation models in the ex-
periment are almost the same, and all have minimal vari-
ance. 'is shows that attention sharing strategy is the
optimal choice of machine translation model based on
neural network. In the state of inverse word frequency
exponential distribution (ITF) with high complexity, the
differences between the translation models in the experi-
ment are obvious. 'e convergence of RNN search model
and coverage model has little effect, but the way of com-
bining attention clipping and regularization in this paper
shows good adaptability; that is, this way has a positive effect
and great impact on the machine translation English word
segmentation system based on simple recurrent neural
network. On this basis, combined with tagging, the influence
of changing the coding method on the regularization effect
of attention can be ignored.

'e UNK substitution method in the system has a high
demand for the recall rate of unregistered words in the
decoding process. 'e higher the recall rate, the more un-
registered words that can be reasonably translated by this
method. In order to better verify the effect of the system, the
unlisted words are marked by the traditional word seg-
mentation method, as shown in Figure 5. 'e results show
that the alignment strategy of the first method is based on the
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position relationship between the source end and the target
end, but its performance is poor. Although the second
method introduces the word alignment translation model, its
performance and stability are poor. 'e third way is to
combine the coverage mechanism in the original basic model.
Although it significantly improves the effect of word align-
ment, it is less than half in the recall rate. Because the method
proposed in this paper has completed the positioning training
for unlisted words, its recall rate has been significantly im-
proved again, and its effect in all-1 and ITF is significantly

different.'e regularization effect in the all-1 state is relatively
poor, and there is no obvious difference between the status of
tags and common words in the regularization process, so the
overall improvement effect is limited. In the ITF state, the
system improves the tags with low word frequency and the
weight of words in a wide range, which makes the word
alignment performance of unregistered words more prom-
inent under the attention mechanism, which is more than
20% higher than that in the all-1 state.

Figure 6 shows another set of experimental results on
the dataset that has been preprocessed after the system
named entity tag optimization. After the system opti-
mization, the processing of unregistered words can laugh
out the UNK label and only label the location of the named
entity of the unregistered words. It can be seen from the
data in the figure that the new English word segmentation
method proposed in this paper performs better in terms of
recall rate. At the same time, tagging is more concentrated
in the location of named entities, which improves its
coverage. 'is shows that the introduction of this word
segmentation method in the system can not only improve
the translation performance of unlisted words but also
have a good effect on the retrieval of tags. 'e increase of
label recall rate increases the controllability of translation,
and the translation effect and application effect of specific
scenes are also improved.

To sum up, compared with other neural network ma-
chine translation and traditional machine translation, the
machine translation English lexical system based on simple
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recurrent neural network has better performance and sig-
nificantly improves the label recall rate, which can
strengthen the effect of English translation and provide
technical guarantee for the application of the system.

4.2. Evaluation Results of English Lexical Analysis System of
Machine Translation Based on Simple Recurrent Neural

Network. Blue quality evaluation index is an index to
measure the quality of translation model. It is mainly a
quality evaluation algorithm designed based on the cooc-
currence frequency of words and phrases. Suppose that the
candidate translation sentence is expressed as c, the refer-
ence translation sentence is expressed as s, and the cooc-
currence frequency of the k n group is expressed as hn,k. 'e
calculation formulas are shown as follows:
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CPn,k(c, s) �
min hn,k(c), hn,k(s) 

ihn,i(c)
, (19)

CPn(c, s) � 
k

CPn,k(c, s). (20)

In order to reduce the demand for unreasonable con-
ditions, the length penalty factor is introduced, and its
calculation formula is shown as follows:

BP(c, s) �
1, if lc > ls,

1 − ls/lc(  if lc ≤ ls.
 (21)

'e length penalty factor is BP, the candidate sentence
length is lc, and the reference sentence length is ls. 'e
weighted value of the scoring index in the N n meta phrase
that completes the punishment is shown in the following
formula:

BLEUN(c,s) �BP(c, s)∗ exp 
N

n�1
ωnlog CPn(c, s)⎛⎝ ⎞⎠. (22)

As shown in Figure 7, the blue score results of translation
tasks with different translation methods in the verification
set and the test set are compared. Looking at the data in the
picture as a whole, we can see that different English lexical
ideas will have a great impact on the quality of the translation
model. 'e optimization of lexical information can improve
the performance of conventional word segmentation. Pos-
unk shows obvious inadaptability in the language translation
with significant differences between Chinese and English,
which is reflected in the translation effect. In contrast, RNN
search based on attention score performed better. Both

coverage mechanism and attention regression mechanism
are formed by introducing directional constraints on the
basis of attention mechanism. Both of them can greatly
improve the translation quality of the system; in particular,
the index score of the method proposed in this paper is
relatively high. In addition, by adding different set tags to
mark the unregistered named entities, the evaluation indi-
cators can be improved to a certain extent. Compared with
the results obtained only through attention regularization,
the complexity of entity tags will reduce the evaluation
indicators. 'is shows that adding entity tags can optimize
word alignment and word position, but it will also improve
the training intensity of neural network and increase the task
of capturing semantic information of different tags.

'e increase of word alignment effect of the system has a
great impact on the improvement of BLEU score; that is, the
key influencing factor of machine translation quality is the
effect of word alignment in translation results and trans-
lation labels. 'erefore, in this paper, the results of the
verification set of the conventional English lexical analysis
method are counted separately in the label in the non-
replaced translation results and the score after replacement.
'e results are shown in Figure 8. According to the results,
different optimization methods basically reduce the quality
of machine translation to a certain extent before label re-
placement. After label replacement, the improvement of
translation quality by label replacement makes up for the
decline of this part, and the final performance of the system
is improved. 'is shows that although the performance of
machine translation English lexical analysis system based on
simple recurrent neural network will be reduced by attention
regularization, the improvement of word alignment per-
formance has more impact on the increase of system
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Figure 8: BLEU score improvement result of verification set in case of label replacement.
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translation quality than the negative impact of regulariza-
tion, so that the overall effect and performance of the system
remain stable when enhancing the translation effect of
named entities. 'e direct impact of the regularization of
attention mechanism on the quality of systematic translation
is not clear.

For the translation effect test of different methods in the
case of English lexical optimization, this paper chooses to
evaluate the translation result indicators in the state of
Chinese-English translation, and the results are shown in
Figure 9. It can be seen from the figure that the performance
of Chinese-English translation task in the relative relation-
ship of results is similar to that of English-Chinese translation
task, and the English lexical analysis method proposed in this
paper can improve the effect of word segmentation and
translation to a certain extent on the basis of attention
mechanism. However, in the English-Chinese translation
task, due to the differences between English Morphology and
Chinese, the effect of systematic English lexical analysis
method in English-Chinese translation is limited.

5. Conclusion

Not only can machine translation complete the translation
task in a short time, but also its cost is relatively low, so it has
been widely used in many fields. With the rise of neural
network, machine translation has developed from statistical
machine translation model to neural network machine
translation model, which improves the translation effect.
However, there are still some problems in machine transla-
tion based on neural network, such as overtranslation and the
influence of unregistered words. Aiming at these problems,
this paper proposes a machine translation English lexical
analysis system based on simple recurrent neural network.
Based on the machine translation model of simple recurrent
neural network, the unregistered words in the system are
marked, and the word alignment effect of the system is im-
proved by combining attention clipping and regularization.

'e experimental results show that the machine translation
English lexical analysis system based on simple recurrent
neural network can complete its location and show good
adaptability while naming and labeling entity words. Com-
paredwith othermachine translationmethods, it has obvious
advantages in improving word alignment and recall. 'ere
are still some limitations in this paper. 'e research has not
passed the real translation quality evaluation index.Although
the standardization of attentionmechanism in the systemwill
reduce the translation effect, the positive impact of word
alignment and tagging on translation effect cannot fullymake
up for this loss,whichhas limitedpromotion effect inEnglish-
Chinese translation tasks, and there are still some problems
that need to be further optimized.
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