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Online customer reviews can clearly show the customer experience, and the improvement suggestions based on the experience,
which are helpful to product optimization and design. However, the research on establishing a customer preference model based
on online customer reviews is not ideal, and the following research problems are found in previous studies. Firstly, the product
attribute is not involved in the modelling if the corresponding setting cannot be found in the product description. Secondly, the
fuzziness of customers’ emotions in online reviews and nonlinearity in the models were not appropriately considered.Tirdly, the
adaptive neuro-fuzzy inference system (ANFIS) is an efective way to model customer preferences. However, if the number of
inputs is large, the modelling process will be failed due to the complex structure and long computational time. To solve the above-
given problems, this paper proposedmultiobjective particle swarm optimization (PSO) based ANFIS and opinionmining, to build
customer preference model by analyzing the content of online customer reviews. In the process of online review analysis, the
opinion mining technology is used to conduct comprehensive analysis on customer preference and product information.
According to the analysis of information, a new method for establishing customer preference model is proposed, that is, a
multiobjective PSO based ANFIS.Te results show that the introducing of multiobjective PSOmethod into ANFIS can efectively
solve the defects of ANFIS itself. Taking hair dryer as a case study, it is found that the proposed approach performs better than
fuzzy regression, fuzzy least-squares regression, and genetic programming based fuzzy regression in modelling
customer preference.

1. Introduction

When researching and designing products, we need to
deeply analyze the real needs of customers, such as easy to
use and comfortable to hold, as they can be mapped into
specifc settings of the product [1]. Trough the analysis of
customer preference, the relationship between product
specifcation information and customer preference can be
well constructed. In the industry, the most commonly used
information acquisition methods include user interviews or
questionnaires, which are market analysis methods for user
preferences. However, some defciencies of them can be
seen. In the stage of data collection, it is time consuming and

expensive to use the method of investigation, especially
when it involves interviews. On the other hand, customer
surveys often only contain formatted tables or targeted
interview questions. Terefore, in the survey stage, only the
answers to the interview and the scores of the questionnaire
can be obtained, and the data collected do not involve too
much emotional expression. At present, online customer
reviews with various contents can be seen in many online
channels, which are very important data in the process of
product planning and design or customer preference
analysis and play an important role in improving the
competitiveness of enterprises. Most online customer re-
views are basically about their feelings in the process of using
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the product or their suggestions for the product.Te content
is written out of the customer’s own will, rather than the
answers to fxed preset questions. In other words, the
content of these online reviews are all around products,
which are difcult to obtain in many traditional survey
methods. Based on the content of customer comments, it is
easy to understand the customer preferences, and there is no
investigation involved, which does not require the cost.
However, after obtaining efective data, we need to develop
and design a modelling method that can build the customer
preference model.

Te researchers have applied opinion mining for the
content of online reviews for product optimization and
design. Tese studies extract data from the content of online
customer reviews, including product specifcations, cus-
tomer needs, and preferences and determine the ranking and
importance according to the above dimensions. Tere are
also some research studies on the relationship between
product attributes and customer preferences, which are
established by rule mining. In previous studies, three issues
are noted. For the 1st issue, the information on some product
attributes may not be provided in the product’s description
and the corresponding value setting cannot be found. In this
circumstance, the product attribute is usually not selected to
be involved in the modelling of the relationships, even if it is
related to the customer preference to a large extent. Te 2nd
issue is about the fuzziness and nonlinearity existing in the
modelling process which are not addressed well in the
previous research. Online reviews have a certain relevance
with the fuzziness of customers’ emotional expression, but
many studies have no in-depth analysis on this aspect. Also,
the nonlinear relationships between customer preferences
and product attributes are not expressed explicitly in the
developed models. Te 3rd issue is found in the adaptive
neuro-fuzzy inference system (ANFIS). ANFIS is mainly a
multilayer feedforward network form which combines the
learning power of artifcial neural networks and explicit
knowledge representation of fuzzy inference systems [2].
ANFIS is a widely used in modelling customer preferences to
capture the fuzziness and nonlinearity in the modelling.
However, if the number of inputs in ANFIS is large, the
modelling process will be failed due to the complex structure
and long computational time.

Te research and analysis of this paper are based on the
previous research content and constructively propose a new
comprehensive way of multiobjective particle swarm opti-
mization (PSO) based ANFIS and opinion mining, which
can realize the modelling and analysis of customer prefer-
ences based on online customer reviews. In this paper, the
opinion mining method is used to conduct a series of
sentiment analyses on customer preferences and product
attributes. If the value setting of product attributes cannot be
found from the product description, the sentiment score of
the product attribute obtained based on sentiment analysis is
used as its value setting. Tus, the 1st issue can be addressed.
For issues 2 and 3, a multiobjective PSO-based ANFIS is
proposed to model customer preferences based on the
collected settings of product attributes and the information
mined. ANFIS is a very efective way to establish the

nonlinear relationship between customer preferences and
product attributes. And, the generated fuzzy rules can ad-
dress the fuzziness in the data. But when there are many
inputs, ANFIS cannot model efectively. And, with the in-
crease of input, the number of fuzzy rules grows according to
the exponential speed and the complexity of the model
structure greatly increases, which may lead to an increase of
calculation time or training failure. To overcome the limi-
tation of ANFIS and solve the third issue, a multiobjective
PSO approach is introduced into ANFIS to determine the
optimal inputs and remove the unimportant inputs to
simplify the structure of ANFIS. In the multiobjective PSO
approach, two objectives are involved which are minimizing
modelling errors and maximizing the models’ index of
confdence (IC). PSO has fast convergence speed and high
stability, especially in the search for the optimal solution [3].
Compared with the traditional evolutionary algorithm, the
PSO algorithm can obtain a smaller error. Beiranvand et al.
[4] found that multiobjective PSO algorithm has signifcant
stability in many scenarios and has its own unique advan-
tages in generating association rules, which is better than
genetic association rules, rough PSO algorithm, multi-
objective genetic algorithm, and multiobjective diferential
evolution algorithm. And, it is helpful to determine the best
product attributes of new products.

Other contents in this paper include: Section 2 is about
the related research. Section 3 is an important chapter of this
paper, which is about the proposed method in the process of
customer preference modelling. In Section 4, the new
modelling method in the previous chapter is applied to the
actual case analysis, and then the efectiveness and practi-
cability of the new modelling method are verifed. In Section
5, the results of some validation experiments are analyzed.
Section 6 is the last section of this paper, which makes an
overall summary.

2. Related Works

Te following content is mainly about the opinion mining
methods, customer preference modelling for product design
in the previous studies, and the recent optimization
algorithms.

2.1. Opinion Mining for Product Design. Opinion mining is
mainly a way of computational research on the emotions and
opinions expressed by text content, and it is also a way of
sentiment analysis. It is a process to efectively identify the
keywords and phrases related to features in the text, and then
determine the emotional polarity and strength of the de-
scriptive words. Customers’ emotions can be understood
through sentiment analysis in the product evaluation con-
tent published by customers, and their preferences for
products can be accurately analyzed [5]. By mining the
content of online customer reviews, opinion mining analysis
can obtain product attributes and customer preferences and
other information. Te customer preference information
was extracted through the establishment of an ontology
learning customer demand representation system, which has
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better accuracy [6]. Zimmermann et al. [7] proposed a
framework to discover implied product features and evaluate
the content polarity of customer reviews for multiple types
of products. Te paper proposes a two-tier model which can
use case analogy reasoningmethod and sentiment analysis to
achieve efective identifcation of potential customer needs
[8]. Tuarob and Tucker [9] have developed a new method to
extract product features through social media automatically.
In addition, a new data mining driven method is proposed,
which can achieve the acquisition of customer preferences
and product attribute data in a certain scale of huge social
media data [10]. Zhang et al. [11] proposed an opinion
mining and extraction algorithm that can discover feature
opinions, opinion expressions and features. A Bayesian
sampling method which can extract features from many text
data is developed and designed [12]. Zhou et al. [13] de-
veloped a hybrid sentiment analysis method, which com-
bines rough set technology and afective lexicons and realizes
the enhancement of feature model by extracting online
comment content information. Te paper proposed a sub-
jective and objective feature extraction in online customer
reviews, mainly based on rube unsupervised rules [14]. A
new case-based method was proposed, which can extract
customer preferences through the integration of Kansei
Engineering and text mining [15]. In order to avoid the time
lag of ofine surveys, Trappey et al. [16] designed a system
that can determine real-time customer demand by online
customer comments. Zhang et al. [17] applied the method of
opinion mining in the extraction of customer preferences
and product features and dealt with the redundancy of
feature words by adopting a clustering technology based on
semantic similarity. For product design, an ontology-based
reasoning system is developed to extract efective infor-
mation from online customer reviews [18]. At present, there
are few papers on modelling product attributes and cus-
tomer preferences based on online reviews. A rule induction
framework was developed, which can form if-then rules and
can associate product attributes and customer preferences of
online reviews [19]. Jiang et al. [20] developed a multi-
objective PSO method to obtain the association rules be-
tween product attributes and customers’ emotional
preferences. However, the if-then rules are not sufcient
enough to be applied for the determination of the optimal
product attribute design of new products.

2.2.ModellingCustomerPreference. Tere is a lot of research
on the methods of building customer preference models to
analyze the relationship between product attributes and
customer preferences. On this basis, we can better determine
the optimal attribute design of new products. Much research
on customer preference modelling is based on statistical
techniques, such as partial least-squares analysis [21] and
statistical linear regression [22]. A method based on belief
rules was designed to realize the modelling process, which
can determine the design elements settings of products [23].
Chen et al. [24] analyzed the relationship between product
attribute design and customer preference and pointed out an
artifcial neural network modelling method. However,

afected by the subjective judgment of the respondents, the
fuzziness of the customer preferences was not considered in
the above methods.

For the problem of fuzziness, researchers have done a lot
of research and put forward a lot of solutions. Fung et al. [25]
adopted a fuzzy inference technique to relate customer
preference with the relevant product attributes. Tomasiello
et al. [26] applied a variant of ANFIS with fractional
Tikhonov regularization to handle problems with fuzziness.
In modelling customer preference in ofce chair design, a
method based on fuzzy rules is proposed [27]. For the
analysis of the relationship between product attribute design
and customer preference, a possibility regression method
based on nonlinear programming is developed [28]. For
building a customer preference model, a new method of
Tanaka’s fuzzy linear regression was developed using a
survey data [29]. At present, to address the nonlinear and
fuzzy problems in customer preference modelling, the
methods based on polynomial modelling and fuzzy re-
gression were proposed. A method based on genetic pro-
gramming and fuzzy regression was developed for the
establishment of nonlinear and fuzzy terms in structures
[30]. Jiang et al. [31] introduced a chaos-based fuzzy re-
gression approach to modelling customer preference for
product design. For customer preference modelling, espe-
cially for fuzzy coefcients and polynomial structure, a fuzzy
regression program based on stepwise method [32] and a
fuzzy regression program based on forward selection [33]
were proposed. However, the basic way in the above research
is to take the traditional data survey for the modelling of
customer preferences. At present, based on the information
extracted from online customer reviews, there is no suitable
customer preference modelling method.

2.3.TeRecentOptimizationAlgorithms. Temain principle
of the development of PSO is based on the evolution of the
social behavior of birds in biology. With the joint work of
birds, they gradually converge to the specifc location of
food. Some variants of PSO have been proposed in recent
studies. Wang et al. [34] introduced a dynamic group
learning distributed particle swarm optimization for large-
scale optimization and extended it for the large-scale cloud
workfow scheduling. Zhang et al. [35] proposed a coop-
erative coevolutionary bare-bones particle swarm optimi-
zation with function-independent decomposition for a
large-scale supply chain network design with uncertainties
problems. Xia et al. [36] designed a triple archives PSO,
which can select proper exemplars and design an efcient
learning model for a particle. Te social learning particle
swarm optimization with a novel adaptive region search is
designed to keep the diversity of the solutions and accelerate
the convergence speed [37]. Li et al. [38] proposed a
pipeline-based parallel particle swarm optimization which
has signifcant potential applications in time-consumption
optimization problems. For the multiobjective problem,
Zhan et al. [39] proposed a novel coevolutionary technique
named multiple populations for multiple objectives in which
PSO is adopted for each population, and coevolutionary
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multiswarm PSO is developed. Liu et al. [40] proposed a
coevolutionary particle swarm optimization with a bottle-
neck objective learning strategy to improve convergence on
all objectives. Some adaptive optimization algorithms are
also introduced in recent years. Zhan et al. [41] proposed an
adaptive distributed diferential evolution to relieve the
sensitivity of strategies and parameters in complex opti-
mization problems. Wang et al. [42] introduced an adaptive
granularity learning distributed PSO with the help of ma-
chine-learning techniques to solve the problems of the slow
convergence in the huge search space and the trap into local
optima in large-scale optimization. Some future research
directions on using evolutionary computation algorithms to
solve complex continuous optimization problems are dis-
cussed in [43].

3. Proposed Methodology

On the basis of online customer reviews, the process of the
developed method is: product feature collection, opinion
mining, and customer preference model construction based
on a multiobjective PSO-based ANFIS method. Te process
of the developed method can be seen in Figure 1. In this way,
we can determine the relationship between product attri-
butes and customer preferences and efectively solve the
problem of fuzziness in the process of customer emotional
expression. Product attributes used in the modelling involve
two types. For the frst type, the settings of the product
attributes can be directly collected from the product de-
scription, while the settings of the second type cannot be
obtained based on the information of the products. For the
second type, the sentiment score of product attribute ob-
tained based on sentiment analysis is used as its corre-
sponding value setting.

3.1. Opinion Mining from Online Customer Review. Te frst
is to determine the sample products. Online reviews of
products can be obtained with the help of web crawler
software. We collect useful data to fle, such as Excel, as the
data source of sentiment analysis. Ten, we start to analyze
the content of online customer reviews and calculate the
emotional score of the second type of product attributes and
customer preferences.

For the opinion mining of online reviews, this paper
adopts Semantria, which has a more efcient emotional
analysis function and is widely used in the industry. By
importing the data collected in Excel into Semantria for
analysis, we can determine the polarity of the customer’s
emotion and score the emotion. Te specifc process in-
cludes [44]: the frst step: the preprocessing is used to get
clean text content, fromwhich noise in unstructured content
is deleted, including stop words, punctuation and HTML
characters. Te second step: part of speech tagging is
employed for categorizing the opinion-bearing words from
online reviews into adjectives, verbs, adverbs, and nouns.
Generally, nouns are used to describe product attributes and
customer preferences, while adjectives and adverbs describe
nouns’ emotion. Te third step is to analyze the content of

online customer reviews and efectively extract the emo-
tional expression content related to product attributes and
customer preferences. Te fourth step: feature pruning is
applied to remove the incorrect features and redundant
features, which involves compactness and redundancy
pruning.Te ffth step: the synonymous phrases are grouped
into the same group, and the method of K-means clustering
is adopted. Te customer preference phrases of hair dryer:
“excellent quality,” “great quality,” “good product,” and
“high quality” were classifed as group “quality.” Te sixth
step: sentiwordnet determines the emotional score and se-
mantic polarity of opinion-bearing words for individual
customer preferences or product attributes [45]. Te fnal
emotional score of customer preference or product attribute
is then obtained based on the scores of each opinion-bearing
word.

3.2. Modelling Customer Preference Using a Multiobjective
PSO-Based ANFIS Approach. Te emotional scores of the
second type of product attributes and customer preferences
are computed based on opinion mining. According to the
settings of the frst type of product attributes and the ob-
tained emotional score, a multiobjective PSO-based ANFIS
approach is developed to establish the relationship between
product attributes and customer preferences. In this process,
the multiobjective PSO method is used to solve the bio-
bjective optimization problem for minimizing modelling
errors and maximizing IC of the models, and the optimal
input of ANFIS is obtained.Te Pareto optimal solutions can
be obtained, and a trade-of solution can be selected to
generate a customer preference model by using ANFIS.

Generate data sets for modelling customer
preferences

Develop customer preference models using a
multi-objective PSO based ANFIS approach

Obtain customer preference
models

Opinion
mining
based on
online
customer
reviews

Collect online
reviews of products

Conduct sentiment
analysis for the defined
customer preferences
and product attributes
of the second type as
well as compute their

sentiment scores

Define product
attributes of the first

type for sample
products and collect

their settings from the
description of the

products

Figure 1: Proposed methodology.
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3.2.1. Formulation of Biobjective Optimization Model.
Te frst step is to develop the biobjective optimization
model. To minimize the modelling errors, the mean absolute
percentage error (MAPE) of modelling was adopted to
formulate an objective function using the following
equation:

MAPE �
1
n



n

i�1

yi − yi




yi

.100, (1)

where yi is the ith sentiment score of customer preference in
data sets. yi is the ith predictive sentiment score based on the
generated model. and n represents the dataset number.

IC is similar to the determinant confdent (R2) in
classical regression. Te higher values of IC imply a better
prediction of yi [46]. Te second objective function is
maximizing IC, which is defned as follows:

IC �
SSR
SST

� 1 −
SSE
SST

. (2)

In (2), SSE = SST− SSR. SSE is the error sum of squares,
SST is the total sum of squares, and SSR is the residual sum of
squares, which can be calculated by (3)–(5), respectively,

SSE � 
n

i�1
yi − yi( 

2
, (3)

SST � 
n

i�1
yi − y( 

2
, (4)

SSR � 
n

i�1
yi − y( 

2
, (5)

where y is the mean of the sentiment scores of the customer
preference in the data sets.

3.2.2. PSO Algorithm. In PSO, the potential solution of the
problem can be regarded as a bird in the birds swarm, which
is also equivalent to the “particle” in the algorithm. In the
dimension of D, the particle will maintain its fight state at a
certain speed, which is dynamically adjusted based on its
fight experience and group fight experience. And, each
particle will also be assigned to a ftness set, which is de-
termined by the value of the objective function. A particle’s
own fight experience is its own current best position, pbest,
which is defned as the position with the best ftness set. At
the same time, each particle also refers to the global best
position, the symbol is gbest, which is defned as the best
value in pbest. Te gbest is the particle’s global fying expe-
rience. Te optimization search starts from the randomly
initialized particle swarm and is completed by the iteration
of the PSO.

In the dimension of D, many particles will build a
particle swarm and start to search for the optimal solution
continuously according to a certain speed. Each particle will
adjust its position based on the global optimal position and
its own optimal position, which is the basic connotation of
swarm intelligence. Te ith particle’s position is set as xi �

(xi1, xi2, ..., xid), at present 1≤ i≤m , 1≤ d≤D and m is the
size of particle swarm. Also, D is the number of parameters
to be determined for the inputs of ANFIS. Te ith particle’s
speed is vi � (vi1, vi2, ..., vid). In the proposed approach, each
particle represents one input set for ANFIS with a diferent
structure to model customer preference.Te specifc form of
particle structure can be seen in Table 1. If the value of the
product attribute in a particle is 1, the product attribute is
selected as the input. Otherwise, it is discarded.

At this point, if 5 is set as the number of attributes of the
product and the particle value is: x � (0, 1, 1, 0, 1), the
product attributes 2, 3, and 5 are selected as inputs, and the
products attributes 1 and 4 are absent.

Te ith particle’s historical best position is
pi � (pi1, pi2, ..., pid), which has the best ftness set among all
the positions. Te best position for the whole swarm is pg �

(pg1, pg2, ..., pgd), g ∈ 1, 2, . . . , m{ }. Te results of pg shows
the optimal input set of ANFIS. According to the particle’
speed, position, the distance between the global optimal
position and the position at this time, and the distance
between the particle’s own optimal position and the position
at this time, the particle’s position and speed can be updated
based on the idea of inertia weight [47]:

v
k+1
id � ωv

k
id + c1r1 p

k
id − x

k
id  + c2r2 p

k
gd − x

k
id ,

x
k+1
id � x

k
id + v

k+1
id ,

(6)

where xk
id and vk

id represent the position vector and the speed
vector of the ith particle at the kth iteration, respectively. k

represents iterations’ number. ω represents the inertia
weight which helps the particles balance the ability of ex-
ploitation and development in the search space. c1 and c2
represent learning factors and both the values are set as 2. r1
and r2 represent random values chosen from the range [0, 1].

3.2.3. Pareto Dominance. In this method, MAPE and IC are
selected as the two objective functions of multiobjective
PSO. According to the settings of product attributes and the
results of sentiment analysis, we can obtain the data sets for
customer preference modelling. Using the position vector of
particles xk+1

id and data sets, the values of two objective
functions are computed using (1) and (2) and recorded as the
ftness set of each particle. A ftness set is expressed
as� f1, f2 , where f1 and f2 are the values of the objective
functions. With the help of the Pareto dominant theory, the
multiobjective problem can be solved efectively. If a solu-
tion x1 dominates another solution x2, the following re-
quirements should be met. From all the objective functions,
we can see that the solution x1 is not worse than the solution
x2. Moreover, in no less than one objective function, the
solution x1 is strictly better than the solution x2. Te above-
given two conditions are applied to the minimization op-
timization problem:

fi x1( ≤fi x2( , for all i ∈ 1, 2{ },

fj x1( <fj x2( , for somej ∈ 1, 2{ }.
(7)

For a maximization issue, x2 is dominated by x1 if
fi(x1)≥fi(x2), for allf ∈ F and
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fj(x1)>fj(x2), for at least onef ∈ F. Using Pareto domi-
nant theory, the solution that is not dominated by other
solutions can be called a Pareto optimal solution. In the
process of iteration, each particle will compare its current
position with its own best position. If the solution of its
current position dominates its best position, the information
of the best position pi will be updated to be the current
position. Ten, based on the above-given two requirements,
the solutions in pi are compared with each other, and the
best solution is selected as the global best position pg.

3.2.4. ANFIS Structure. Based on the global best position pg,
the optimal solution is obtained as the inputs of ANFIS to
model customer preference. A typical ANFIS structure is
shown in Figure 2. It includes two inputs and one output,
and each input has two membership functions.

For each input, a membership function denotes one
linguistic description. μi(x1) represent the membership
function for the ith linguistic description of x1, and λj(x2)

represent the membership function of the jth linguistic
description of x2, in which i � 1, 2 and j � 1, 2. Terefore,
there are four membership functions of the two inputs and
they are denoted as the four nodes in the frst layer (L1). Te
content of the triangle membership function is as follows:

μi x1(  �

x1 − ai

bi − ai

, ai ≤ x1 ≤ bi,

ci − x1

ci − bi

, bi ≤x1 ≤ ci,

0, Otherwise,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

λj x2(  �

x2 − sj

tj − sj

, sj ≤ x2 ≤ tj,

uj − x2

uj − tj

, tj ≤x2 ≤ uj,

0, Otherwise.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(8)

In (8), (ai, bi, ci) and (sj, tj, uj) represent the triangular
fuzzy numbers.

At L2, the outcome of each combination of x1 with x2 is
denoted by one rule. Tat is, the total number of rules is 4.
Te fuzzy rules are described as follows:

Rij: IF x1 is μi AND x2 is λj,THEN fij � pijx1 + qijx2 + rij, (9)

where pij, qij with rij are the parameters of fij of fuzzy rules
Rij. Te outputs of L2 are described as follows:

wij � μi x1( λj x2( (∀i � 1, 2j � 1, 2). (10)

In (10), wij is the fring strength of each fuzzy rule. Te
connection weight of L2 with L3 is the normalized fring
strength wij as defned by (11). Te larger the value of wij

implies that Rij is more important.

wij �
wij

W
 where W � 

i


j

wij(∀i � 1, 2, j � 1, 2). (11)

Te internal model of Rij in L3 is actually a frst-order
Sugeno fuzzy model, described in the following equation:

fij � pijx1 + qijx2 + rij(∀i � 1, 2, j � 1, 2). (12)

At L4, the total output is denoted by a single node and
obtained by calculating the sum of all the input signals, as
shown in the following equation:

y � 
2

i�1


2

j�1
Oij � 

2

i�1


2

j�1
wijfij � 

2

i�1


2

j�1
wij pijx1 + qijx2 + rij . (13)

It can be seen from (13) that the single output (y) of
ANFIS is a linear combination of all internal models under
fuzzy rules and the normalized fring strengths, which is the
predicted sentiment score of the customer preference.

3.3. Computational Procedures of the Proposed Methodology
forModelling Customer Preference Based on Online Customer
Reviews. Based on online reviews, the method of building a
customer preference model is as follows:

Table 1: Structure of a particle.

Product attribute 1 Product attribute 2 Product attribute 3 · · · Product attribute n
0 or 1 0 or 1 0 or 1 0 or 1 0 or 1
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Step 1: the product attributes of the frst type are
identifed and their settings are collected based on the
description of the products.
Step 2: for online customer reviews of sample products,
they will be collected through certain processing and
stored in Excel fles. In Section 3.1, there is a corre-
sponding elaboration. Semantria will conduct a series
of opinionmining for all online reviews.Te defnitions
of the second type of product attributes and customer
preferences are then completed. Based on the keywords
and phrases related to each product attribute and
customer preference, opinion mining is conducted
again for the online reviews. Te emotional scores of
the product attribute and customer preferences can be
obtained. According to steps 1 and 2, we can get the
data sets, which can be used as the data source to
simulate user preferences.
Step 3: based on the content of Section 3.2 and the
data sets in step 2, this paper proposes a multi-
objective PSO-based ANFIS approach for customer
preference modelling. By adopting a multiobjective
PSO algorithm, ANFIS input can be determined. Te
group size of PSO, iteration times, the learning
factor, inertia weight, and search space dimension
are initialized. Based on Table 1, each particle will
randomly initialize its position and speed in the
corresponding range.
Step 4: in the iteration phase, the particle’s individual
optimal position pi and the global optimal position pg

of particles are initialized in the frst iteration. Te
initial individual optimal position is set as the initial
position of each particle. According to Section 3.2.4,
ANFIS is used to model customer preferences, and then
(15) is used to complete the overall output prediction.
Te values of two objective functions, MAPE and IC,
are then computed for each particle using (1) and (2),
respectively, and they will be the initial individual best
ftness set pbest. In the corresponding pi, particles are
compared with each other using Pareto dominant
theory.Te particle that meets the conditions in Section
3.2.3 becomes the Pareto optimal solution and is set as
the initial optimal particle. In this case, its ftness set is
the initial global optimal ftness set gbest and its position
vector is the initial global optimal position pg.

Step 5: as the iteration process increases from k to k+ 1,
the particle speed vector vk+1

id and the position vector
xk+1

id are updated according to (6) and (7), respectively.
When the value in xk+1

id and vk+1
id is beyond the cor-

responding defned search range, then the value will be
adjusted to the range limit value. Based on the updated
position of particles, the predicted output y is obtained
from ANFIS using (15). After a series of calculations for
the two objective functions using (1) and (2), we can get
the ftness set Fk+1

i of ith particle after (k + 1)th iter-
ation. According to the Pareto dominance described in
Section 3.2.3, the pbest of ith particle and Fk+1

i can be
compared. When pbest is dominated by Fk+1

i , the value
of pbest is substituted by the value of Fk+1

i . At the same
time, the individual optimal position of the ith particle
will be updated to be pi � xk+1

id . Among pbest, the Pareto
dominance is then conducted. Te defned Pareto
optimal solution in pbest is the new value of the global
optimal ftness set gbest. At the same time, the number
of the optimal particle needs to be accurately recorded
and its position is used as the global best position pg.
Step 6: if the preset limit of iteration is met, it will stop.
Te pg represents the optimal product attributes for
modelling customer preference using ANFIS and gbest
are the corresponding values of MAPE and IC. Based
on equations (10), (12)∼(15), and the selected solution,
the customer preference models can be established
efectively and the fuzzy rules can be generated using
(11).

4. Implementation

Based on the research of customer preference modelling, this
paper adopts themethod of case analysis.Te research object
is selected as the hair dryer, and the research work is carried
out according to the hair dryers’ online customer reviews. In
this paper, ten products of A∼J are selected. On the Amazon
shopping platform, we collected a total of 10754 published
product reviews, and the review data were stored in excel
through processing. Ten, the process of opinion mining is
implemented by Semantria. Based on the steps in Section 3.1,
using the collected data, preprocessing process and part of
speech tagging were conducted frst. Ten, phrases and
keywords were extracted efectively and high frequent ones
were chosen. Feature pruning was employed to delete the
redundant features. After that, words and phrases which are
synonymous or related to the same product attribute or
customer preference were then grouped. For example, the
mined phrases “easy to operate,” “separate switch,” “less
noise,” “quiet,” and “simple to use” were summarized as a
group “easy to use,” which is an important representative of
customer preferences. Customer preferences are summa-
rized, including fve categories of quality, price, weight, easy
to use, and performance. Tis paper analyzes the “easy to
use,” which is denoted as y and develops a new method for
customer preference modelling, that is, multiobjective PSO-
based ANFIS approach. “Drying time” is one of the product
attributes related to “easy to use,” which is the second type of
product attribute as its settings cannot be found from the
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Figure 2: An ANFIS architecture with four layers and two inputs.
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information of products and is denoted as x8. Te extracted
key words and phrases “quickly,” “faster,” “fast drying,” and
“short time” were grouped under the category “drying time.”
Among all the online reviews, the numbers of online reviews
which involve customers’ comments and opinions on “easy
to use” and “drying time” are 304, 140, 149, 103, 88, 49, 50,
165, 81, and 64 as well as 503, 204, 250, 146, 178, 78, 70, 365,
177 and 119 for products A∼J, respectively. Te online re-
views were analyzed again by using the user category analysis
of Semantria. Phrases and keywords associated with the
product attributes of the second type and each customer’s
preference were treated as the settings of the “user category.”
Trough sentiment analysis, the sentiment scores of the
product attribute of the second type and the customer
preferences for each product were obtained.Te examples of
online reviews on “easy to use” and “drying time” as well as
the obtained emotional polarity and scores are shown in
Table 2. Te sentiment scores of “easy to use” and “drying
time” for products A∼J are obtained as shown in the last two
columns in Table 3, which are used as the values of customer
preference and the settings of a product attribute,
respectively.

Among the product attributes of various contents, seven
product attributes of the frst type are related to “easy to use.”
Tese attributes include weight attribute, length attribute,
width attribute, height attribute, power attribute, heat setting
attribute, and speed setting attribute, which are denoted as
x1∼x7, respectively. Table 3 shows the attribute settings of 10
sample products.

With the support of the data set in Table 3, a multi-
objective PSO-based ANFIS approach is proposed to con-
struct relationships between customer preference, y, and
product attributes x1∼x8. According to Table 1, the number
of dimensions D in the search space of the multiobjective
PSO algorithm is 8, which is equivalent to the number of
product attributes. Te search ranges of xk+1

id and vk+1
id of

particles were [0, 1] and [−0.5, 0.5], respectively. After many
operations, it can be determined that the number of itera-
tions is 30 and the size of the particle swarm is 5, which are
the minimum value settings with high prediction accuracy.
From the interval of [0.1, 0.9], a random value is taken as the

inertia weight ω. c1 and c2 are chosen as 2. r1 and r2 are
randomly selected from the interval of [0, 1]. For ANFIS, the
number of membership functions for each input was set as 3.
Since the smallest training error was obtained at the 3rd
iteration and kept stable in the following iterations, the
training epoch number was set as 5.Te customer preference
model can be established after analysis of online reviews by
utilizing MATLAB software. Te laptop with an i7-7500U
CPU and 8GB RAM was used as the equipment for the
experiment. Te optimal solutions for “easy to use” and the
corresponding values of MAPE and IC were obtained and
some examples are shown in Table 4. In the table, each
solution represents an ANFIS structure. If the value of the
product attribute is 1, the product attribute is used as the
input of ANFIS. For example, the values of x2, x4, and x8 are 1
in the 7th solution.Tus, the product attributes x2, x4, and x8,
are used as the inputs of ANFIS for modelling customer
preference.

It can be seen from the table that IC is directly pro-
portional to the number of inputs and MAPE is inversely
proportional to the number of inputs. However, based on the
ANFIS structure described in Section 3.2.4, the number of
terms and fuzzy rules in the model is increasing exponen-
tially. For example, the number of fuzzy rules for one to fve
inputs is 3, 9, 27, 81, and 243, respectively. In other words,
the calculation time and the complexity of the model in-
crease signifcantly with more inputs. Te modelling results
in Table 4 also show when the number of inputs is equal or
larger than 2, the modelling errors are very small, and the
value of IC reaches the largest value of 1. To perform a trade-
of between the complexity of ANFIS and modelling errors,
in this study, the ANFIS with two inputs is selected to
modelling customer preference because of its simple
structure and good modelling accuracy. Among all the
optimal solutions with two inputs, the 5th optimal solution is
chosen as it has the smallest MAPE and the largest IC.
Terefore, x2 and x4 are the input attributes for ANFIS.
Based on (8) and (10)∼(15), the customer preference model
for “easy to use” was established based on the proposed
approach.

0.0107 x2( 
2
x4 + 0.0173x2 x4( 

2
− 0.1358 x2( 

2
− 0.0894 x4( 

2
− 0.1166x2x4

y �
+0.9033x2 + 0.0769x4 + 0.0913

1.3359x2x4 − 8.1662x2 − 7.3539x4 + 44.9521
.

(14)

Based on the established model, the product development
team can predict the customer preference score according to
the new settings of product attributes.Moreover, themodel can

also be used to determine the optimal product attributes for
designing new products by maximizing customer preference
scores. Nine fuzzy rules were generated by using (9) as follows:
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Table 2: Examples of online reviews on “easy to use” and “drying time” with sentiment polarity and scores.

Online reviews Sentiment
polarity

Sentiment
score

Easy to use
. . . Not only was the price great, but the dryer itself is fantastic! . . . it gives you a fast dry and also softens
your hair. Te attachments it comes with easily attach to the dryer making them extremely easy to use. Te
cooling button does a great job setting my hair . . .

Positive 1.0339

Switch is all wiggly, power is relatively weak, and somewhat loud, but it has been working so far and it is
inexpensive Negative −0.47

Te dryer works very well. Te only thing I don’t like is the on/of switch. It is a rocker switch instead of a
slider and is easy for me anyway, to turn the dryer of by mistake Neutral −0.0239

Drying time
Tis hair dryer works really fast. It usually takes me 10minutes to dry my hair in the morning and also get
the straight sleek look, the hair dryer has cut that time in half Positive 0.633

. . . I have thick hair and this defnitely took more time than my previous dryer to dry. It did not seem to get
as hot as I was accustomed to. I also had problems with my hair getting sucked in each time I used it . . .

Negative −0.9869

Te heat level is fne, but the highest wind or blowing speed feels like medium/light. As a male with
medium-length hair, I don’t see how someone could recommend this particular product to anyone with
longer-than-short hair

Neutral 0.22

Table 3: Data sets for developing customer preference.

Product

Product attributes
Easy to
use

Weight
(pounds)

Length
(inches)

Width
(inches)

Height
(inches)

Power
(wattage)

Heat
setting

Speed
setting

Drying
time

x 1 x 2 x 3 x 4 x 5 x 6 x 7 x 8

A 1.83 11 4.5 9 1875 2 2 0.2632 0.1476
B 1.5 10.8 4.3 8.5 1875 3 2 0.2416 0.0879
C 1 10.4 4.5 11 1875 3 2 0.3270 0.2132
D 2.05 10 4.2 10 1875 3 2 0.2094 0.1940
E 1 5.5 2.5 8.9 1000 0 2 0.2795 0.2475
F 1.7 11 4 9.8 1875 3 2 0.2562 0.1840
G 0.3 9.9 3.7 9.7 1875 0 3 0.2899 0.1674
H 1 8.8 3.5 11 2000 3 3 0.2745 0.0618
I 1 8.1 4.1 6.1 1875 0 3 0.1822 0.0693
J 1.8 8.5 3.5 10 2000 3 3 0.3476 0.2104

Table 4: Optimal solutions for “easy to use.”

Optimal solutions x1 x2 x3 x4 x5 x6 x7 x8 MAPE IC

1 0 0 0 1 0 0 0 0 25.0972 0.5266
2 0 0 0 0 0 0 0 1 24.0736 0.5740
3 0 0 0 1 0 0 0 1 0.0390 0.9993
4 1 0 1 0 0 0 0 0 0.0028 1
5 0 1 0 1 0 0 0 0 6.6234 ∗ 10−4 1
6 0 1 0 1 0 1 0 0 1.1019 ∗ 10−5 1
7 0 1 0 1 0 0 0 1 2.6956 ∗ 10−6 1
8 1 0 1 0 1 0 0 1 0.0077 1
9 0 0 1 1 0 1 1 1 2.0471 ∗ 10−6 1
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R11: IF x2 is μ1 AND x4 is λ1,THEN f11 � 0.0002x2 + 0.0001x4 + 2.115∗ 10− 5
,

R12: IF x2 is μ1 AND x4 is λ2,THEN f12 � 0.0139x2 + 0.0225x4 + 0.0025,

R13: IF x2 is μ1 AND x4 is λ3,THEN f13 � 0.0022x2 + 0.0035x4 + 0.0004,

R21: IF x2 is μ2 AND x4 is λ1,THEN f21 � 0.0057x2 + 0.0044x4 + 0.0006,

R22: IF x2 is μ2 AND x4 is λ2,THEN f22 � −0.22x2 + 0.2206x4 − 0.0041,

R23: IF x2 is μ2 AND x4 is λ3,THEN f23 � 0.1859x2 − 0.145x4 + 0.0107,

R31: IF x2 is μ3 AND x4 is λ1,THEN f31 � 0.035x2 + 0.0276x4 + 0.0032,

R32: IF x2 is μ3 AND x4 is λ2,THEN f32 � 0.0038x2 + 0.011x4 − 0.0165,

R33: IF x2 is μ3 AND x4 is λ3,THEN f33 � 0.0433x2 − 0.02612x4 − 0.0128.

(15)

5. Validation

For the systematic analysis and evaluation of the efec-
tiveness of the proposed method, this paper compares and
analyzes the modelling results of genetic programming-
based fuzzy regression (GP-FR), fuzzy least square re-
gression (FLSR), fuzzy regression (FR), and ANFIS. In the
process of building a customer preference model, it was
found that ANFIS cannot be realized because of its complex
structure. In order to get the value of h parameter in FR and
FLSR, this paper selected a number of values in [0, 1]
interval for experiments and tests and selected the h value
with the lowest modelling error.Te h value of FR was set to
0.1, and the h value of FLSR was set to 0.99. To make a
compromise between the modelling accuracy and com-
putational time, the models based on GP-FR were estab-
lished by using a diferent setting of iteration number and
population size. Finally, the number of iterations was set to
200 and the population size was set to 40. Te generation
gap, the maximum depth of the tree, and the probability of
mutation and crossover were set to 0.8, 5, 0.3, and 0.7,
respectively.Tis paper describes the settings of parameters

of the proposed method in Section 4.Te developed models
for “easy to use” based on the four approaches and their
corresponding MAPE and IC are shown in Table 5.

Te table shows that all models can efectively deal with the
fuzziness of modelling. However, only the models established
by GP-FR and the proposed method can solve the problem of
modelling nonlinearity. In addition, the value of MAPE based
on the proposedmethod is smaller, and the value of IC is larger
than those based on the other three approaches.

In order to further verify the efectiveness of the pro-
posed method, a total of thirty validation tests are arranged.
In the process of each test, two data sets were randomly
selected from all data sets as testing data, and another eight
data sets were used as training data for generating customer
preference models. MAPE and variance of errors (VoE) in
(1) and (16) are used to systematically compare and analyze
the modelling results of FR, FLSR, GP-FR, and multi-
objective PSO-based ANFIS.

VoE �
1

n − 1


n

i�1

yi − yi




yi

.100 − MAPE 

2

. (16)

Table 5: Developed models and their modelling results.

Approaches Developed models MAPE IC

FR

ŷ � (2.0411, 0) + (−0.0977, 0)x1 + (−0.2130, 0)

x2 + (−0.5631, 0)x3 + (−0.0072, 0)x4
+(0.0032, 0.0001)x5 + (−0.2399, 0)x6 + (−1.3622, 0)

x7 + (1.74, 0)x8

10.4349 0.9714

FLSR

y � (0.004, 0.2842) + (0.0683, 0.3281)x1
+(−0.0115, 0.0399)x2 + (−0.0098, 0.0875)x3
+(0.0263, 0.0439)x4 + (0, 0.0002)x5
+(−0.0459, 0.1876)x6 + (−0.0834, 0.1286)x7
+(0.6250, 1.0635)x8

21.4602 0.9330

GP-FR
y � (−0.0556, 0)x1x8 + (0.3002, 0)x4
+(0.0360, 0)x5 + (−0.0002, 0.0002)x6
+(−0.0343, 0)x3 + (0.0371, 0)

23.15 0.9218

Multiobjective
PSO-based
ANFIS

y � %
0.0107 (x2)

2
x4 + 0.0173x2(x4)

2
− 0.1358 (x2)

2

−0.0894 (x4)
2

− 0.1166x2x4 + 0.9033x2
+0.0769x4 + 0.0913

/1.3359x2x4 − 8.1662x2 − 7.3539x4 + 44.9521 6.6234 ∗
10−4 1
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Te contents in Figures 3 and 4 are about the MAPE and
VoE values under the four methods, respectively. Te ver-
ifcation results of FR, FLSR, GP-FR, and the proposed
method are indicated by the line with the symbol “+,” “∗,”
“O,” and the solid line, respectively.

Based on the above-given experiment settings, the
training time for FR, FLSR, GP-FR, and the proposed

method are 1.9186, 0.3663, 143.6772, and 1.1449 seconds,
respectively. Except for the GP-FR method, it is not much
diferent from the training time of the other three methods.

In Table 6, the average MAPE and VoE of the 30 vali-
dation tests after adopting four methods are described.
Trough the above-given comparative analysis, we can fnd
that the proposed method performs better than other ap-
proaches in terms of MAPE, VoE, and their means. Te
mean MAPE and VoE based on the proposed approach are
reduced by 105 and 108 times in comparison with that based
on the other three approaches, respectively.

6. Conclusions

Te traditional way to collect data is to use customer surveys.
Trough a series of collection and analysis of customer
survey data, we can understand customers’ real preferences
and then establish the model. However, the process of data
collection will defnitely take a long time. Not only that,
because the general questionnaire will set questions in ad-
vance, and the customers can answer according to the
content of the questions. Terefore, the data contents col-
lected under such characteristics do not have much emo-
tional expression. Comparatively, online customer reviews
can contain a lot of emotional expressions of customers,
such as comments on products or suggestions on optimi-
zation design. In this way, customers’ product preferences
can be easily obtained, and there is no cost in this process.
For data mining for online review content and the appli-
cation in the design of new products, some research has been
carried out. But in the previous research, some issues have
been found as follows. Firstly, the product attributes without
the setting information were not involved in the modelling
of customer preference. Secondly, many research contents
do not efectively solve the fuzzy problem of emotional
expression in the modelling and the nonlinearity existing in
the models. Tirdly, the modelling process of ANFIS will be
failed if the number of inputs is large, as it leads to a complex
structure and long computational time. To overcome the
above research limitations, a new methodology, which in-
volves opining mining for product attributes and customer
preferences from online reviews as well as a multiobjective
PSO-based ANFIS approach for establishing customer
preference models, is proposed. In this paper, the corre-
sponding application case analysis on the hair dryer prod-
ucts is carried out. Te efectiveness and practicability of the
proposed method are verifed. Te proposed method is
compared with the ANFIS, FR, FLSR, and GP-FR ap-
proaches. By comparing the modelling results, it can be
found that the model constructed by the proposed method
can efectively solve the problems of nonlinearity and
fuzziness. In addition, the multiobjective PSO-based ANFIS
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Figure 3: Values of MAPE based on the four approaches for
validation tests.
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Figure 4: Values of VoE based on the four approaches for vali-
dation tests.

Table 6: Means of MAPE and VoE for the validation tests.

Validation errors FR FLSR GP-FR Te proposed
approach

MAPE 11.0212 22.4136 24.1285 5.5292 ∗ 10−4

VoE 49.856 279.7630 384.4177 8.433 ∗ 10−7
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approach is superior in values of VoE and MAPE compared
with other methods. In the future, we will determine the best
product attributes setting of new products using the de-
veloped customer preference models. On the other hand, a
study of the improvement of the proposed approach with the
adaptive determination of the parameter settings for PSO
and ANFIS would also be considered in future work by
referring to the recent studies in Section 2.3.
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