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In this paper, we present a new computational method based on an exponential spline for solving a class of delay differential
equations with a negative shift in the differentiated term. When the shift parameter is OðεÞ, the proposed method works well
and also controls the oscillations in the solution’s layer region. To accomplish this, we included a parameter in the proposed
numerical scheme that is based on a special type of mesh, and the parameter is evaluated using the theory of singular
perturbation. Maximum absolute errors and convergences of numerical solutions are tabulated to demonstrate the efficiency of
the proposed computational method and to support the convergence analysis of the presented scheme.

1. Introduction

In this article, we examine a section of differential equations
with a delay in the first-order derivative term and a small
parameter multiplied by the second-order derivative. These
equations are widely used in the simulation of a wide range
of physical applications, such as construction of logical cir-
cuits by means of a network built up by 1D excitable media
[1], hybrid optical systems with delayed feedback [2], popu-
lation dynamics [3], nonlinear delay differential equations
relating to physiological control systems [4], red blood cell
system [5], predator-prey models [6], a Hamiltonian bound-
ary value problem associated with optimal control theory
[7], and neuronal variability problems connected to patterns
of nerve action potentials formed by unit quantal inputs
occurring at random which are studied [8].

Bellman et al. [9], Doolan et al. [10], Driver [11], Norkin
[12], Kokotovic et al. [13], Miller et al. [14], Smith [15], and
O’Malley [16] are just a few of the books in the collection
that can be used for further investigations of precise charac-
teristics of the aforementioned class of models and perturba-
tion problems. Lange and Miura [17, 18] devised an
asymptotic method for solving equations with layer behav-
iour. Researchers presented a mathematical model in [17]

for predicting the time it takes nerve cells with arbitrary syn-
aptic inputs in dendrites to produce potential action. The
researchers in [18] demonstrated the issues by using solu-
tions that exhibit rapid oscillations. Kadalbajoo and his col-
leagues began widespread numerical work using finite
differentiation techniques as well as the B-spline technique
with fitted mesh [19–22]. The researchers in [23] suggested
a numerical approach via nonpolynomial spline for the solu-
tion of differential-difference equations with small and large
delay.

In [24], researchers proposed an unconditionally stable
collocation method for solving singularly perturbed one-
dimensional time dependent problems. The method
employs the implicit finite difference method on a uniform
mesh in the temporal direction and the B-spline collocation
method on a nonuniform Shishkin mesh in the spatial direc-
tion. Kadalbajoo and Gupta [25] discussed a B-spline collo-
cation approach on a piecewise uniform Shishkin mesh for
the numerical solution of a singularly perturbed problem
with a boundary layer on the right side of the domain. Fur-
thermore, it is demonstrated that the approach is uniformly
convergent in the maximum norm of the second order. A
brief survey of various computational techniques on differ-
ent type of singularly perturbed problems is given in [26].
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Gupta and Kadalbajoo [27] proposed a parameter uniform
method for solving a singularly perturbed one-dimensional
parabolic equation with multiple boundary turning points
on a rectangular domain that combines the Euler method
for time variables on a uniform mesh and the B-spline collo-
cation method for space variables on a Shishkin mesh. The
authors of [28] developed a numerical scheme for time-
dependent singularly perturbed problems based on Mickens
nonstandard finite difference method. The method is shown
to be unconditionally stable and parameter uniformly con-
vergent for both large and small shift arguments. Das [29]
presented an a posteriori-based convergence analysis on an
adaptive mesh for a nonlinear singularly perturbed system
of delay differential equations. The layer-adaptive solution
on the a posteriori-generated mesh has been shown to con-
verge uniformly to the exact solution with optimal order
accuracy.

The authors of [30] considered a moving mesh-adaptive
algorithm that adapts meshes to boundary layers for the
numerical solution of singularly perturbed convection-
diffusion-reaction problems with two small parameters. A
special positive monitor function is used to generate the
mesh and demonstrate that the proposed method is param-
eter independent and convergent for a class of model prob-
lems. Das and Natesan [31] used cubic spline
approximation on a piecewise uniform Shishkin mesh to
solve a system of reaction diffusion differential equations
for Robin type boundary-value problems. This method is a
second-order uniform convergence method that uses a cen-
tral difference scheme for the outer region of the boundary
layers and a cubic spline approximation for the inner region.
The authors of [32] presented two adaptive methods for a
system of reaction diffusion problems using the r-refine-
ment strategy, which moves the mesh points toward the
boundary layers. On the adaptively generated equidistribu-
ted mesh generated by a curvature-based monitor function,
first-order uniform solutions are obtained using forward
and backward schemes. To improve the discrete solution
to second-order uniform accuracy, a cubic spline-based
scheme is used. The authors of [33] investigated a numerical
scheme for solving singularly perturbed parabolic partial dif-
ferential equations using the Euler method and the upwind
scheme on an adaptive mesh. They also examined the con-
vergence analysis of the proposed scheme. The authors of
[34] investigated the approximation of solutions to a class
of fractional order Volterra-Fredholm integro-differential
equations. The detailed analysis of the existence and unique-
ness of the solution as well as the solution’s bounds was
addressed. A perturbation approach based on homotopy
analysis is used to solve the same problem. The authors of
[35] considered the initial and boundary value problems of
a class of fractional order Volterra integro-differential equa-
tions of the first kind. Using Leibniz’s rule, the same prob-
lem is reduced to a Volterra integro-equation of the second
kind, and an operative-based method is used to approximate
their solutions. Das et al. [36] investigate the homotopy per-
turbation method for approximating solutions of Volterra-
Fredholm integro-differential equations using semianalytical
approaches.

The following is the paper’s outline: the problem is
described in Section 2 along with the conditions for the
layer’s behaviour, and the exponential spline function is
defined in Section 3. Section 4 discusses the numerical
scheme with a large delay. Section 5 consists of truncation
error and convergence analysis. Numerical experiments are
addressed in Section 6. Finally, in Section 7, the article’s dis-
cussions and conclusions are addressed.

2. Statement of the Problem

Consider a singularly perturbed delay differential equation
with a delay term, that is, a negative shift in the first-order
derivative

Lε,δ ν sð Þð Þ ≡ ε ν″ sð Þ + p sð Þ ν′ s − δð Þ + q sð Þν sð Þ
= r sð Þ, 0 ≤ s ≤ 1, 0 < ε < <1,

ð1Þ

in accordance with the conditions.

ν sð Þ = ϕ sð Þ,−δ ≤ s ≤ 0 and ν 1ð Þ = φ, ð2Þ

where pðsÞ, qðsÞ, rðsÞ, and ϕðsÞ are expected to be smooth,
bounded functions in [0, 1], δ is the delay parameter, and
φ is a finite constant. When δ = 0, Equation (1) is reduced
to a singularly perturbed equation with boundary layer
behaviour and turning points that depend on the sign of pð
sÞ. Throughout the interval [0, 1], the solution νðsÞ has a
boundary layer on the left end side when pðsÞ is positive
and on the right end side if pðsÞ is negative. When the delay
parameter δðεÞ is of OðεÞ, the behaviour of the layer can
change and even be ruined, or the solution exhibits oscilla-
tory behaviour. To monitor these oscillations in the solution
profile, we devise a numerical method that combined a spe-
cial mesh introduced in [21] with the exponential spline
method’s fitting parameter.

2.1. Properties of Continuous Problem. Let Lε,δ be the differ-
ential operator for the problem Equation (1) which is
defined for any smooth function ΩðsÞ ∈ Cð2Þ as Lε,δΩðsÞ =
εΩ′′ðsÞ + pðsÞΩ′ðs − δÞ + qðsÞΩðsÞ.

Lemma 1 (Continuous maximum principle). Let ΩðsÞ be the
smooth function satisfying Ω0 ≥ 0 and ΩN ≥ 0: Then, Lε,δΩ
ðsÞ ≥ 0,∀i = 1, 2,⋯,N − 1 implies that ΩðsÞ ≥ 0, ∀i = 0, 1, 2,
⋯,N .

Proof. Let s∗ be such that Ωðs∗Þ = min
0≤s≤1

ΩðsÞ and assume that

Ωðs∗Þ < 0. Clearly, s∗ ∉ f0, 1g; therefore, Ω′ðs∗Þ = 0
andΩ′′ðs∗Þ ≥ 0. Now, in order to prove Lε,δΩðsÞ < 0, we
consider different cases.

Case 1: 0 < s∗ ≤ δ,Lε,δΩðs∗Þ = εΩ′′ðs∗Þ + pðsÞϕ′ðs∗ − δÞ
+ qðsÞΩðs∗Þ < 0:

Case 2: δ < s∗ ≤ 1,Lε,δΩðs∗Þ = εΩ′′ðs∗Þ + pðsÞΩ′ðs∗ − δ
Þ + qðsÞΩðs∗Þ < 0

Combining the above two cases, we get Lε,δΩðsÞ < 0
which contradicts the hypothesis that Lε,δΩðsÞ ≥ 0,
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∀s ∈ ð0, 1Þ: Hence, our assumption that Ωðs∗Þ < 0 is wrong,
and thus, ΩðsÞ ≥ 0, ∀s ∈ ½0 1�:

Lemma 2. Under the assumption that pðsÞ ≥ α∗ > 0, qðsÞ ≥ τ
> 0 where α∗, τ are positive constants, the solution of Equa-
tion (1) with boundary conditions Equation (2) exists and
satisfies

νk k ≤ τ−1 rk k + C1 max ϕ 0ð Þ, φð Þ: ð3Þ

Proof. Let us construct the two-barrier function π± defined
by

π± sð Þ = τ−1 rk k + C1 max ϕ 0ð Þ, φð Þ ± ν sð Þ: ð4Þ

Then, we have

π± 0ð Þ = τ−1 rk k + C1 max ϕ 0ð Þ, φð Þ ± ν 0ð Þ = τ−1 rk k + C1 max ϕ 0ð Þ, φð Þ ± ϕ 0ð Þ ≥ 0,
π± 1ð Þ = τ−1 rk k + C1 max ϕ 0ð Þ, φð Þ ± ν 1ð Þ = τ−1 rk k + C1 max ϕ 0ð Þ, φð Þ ± φ ≥ 0:

ð5Þ

Case 1. For 0 < s ≤ δ,

Lε,δπ
± sð Þ = ε π± sð Þ� �′′ + p sð Þ π± s − δð Þ� �′ + q sð Þπ± sð Þ

= q sð Þ τ−1 rk k + C1 max ϕ 0ð Þ, φð Þ� �
±Lε,δν sð Þ

= q sð Þ τ−1 rk k + C1 max ϕ 0ð Þ, φð Þ� �
± r sð Þ − p sð Þϕ sð Þ,

ð6Þ

Table 1: The maximum absolute errors Ei
N of Example 1 for δ = 0:03.

ε↓ N = 100 N = 200 N = 400 N = 800

2−1 3.3803e-006 8.4512e-007 2.1128e-007 5.2821e-008

1.9999 2.0000 2.0000 —

2−2 2.1392e-005 5.3490e-006 1.3373e-006 3.3433e-007

1.9997 1.9999 2.0000 —

2−3 1.3632e-004 3.4100e-005 8.5264e-006 2.1317e-006

1.9992 1.9998 1.9999 —

2−4 7.8174e-004 1.9588e-004 4.8997e-005 1.2251e-005

1.9967 1.9992 1.9998 —

2−5 3.6000e-003 9.1639e-004 2.2978e-004 5.7476e-005

1.9740 1.9950 1.9992 —

2−6 1.2200e-002 3.1000e-003 7.9274e-004 1.9858e-004

1.9765 1.9673 1.9971 —

2−7 2.6800e-002 7.5000e-003 1.9000e-003 4.8675e-004

1.8373 1.9809 1.9647 —

Table 2: The maximum absolute errors Ei
N of Example 2 for δ =

0:03.

ε↓ N = 100 N = 200 N = 400 N = 800

2−1 1.0966e-006 2.7415e-007 6.8538e-008 1.7134e-008

2.0000 2.0000 2.0000 —

2−2 3.5638e-006 8.9099e-007 2.2275e-007 5.5686e-008

1.9999 2.0000 2.0000

2−3 9.9549e-006 2.4886e-006 6.2215e-007 1.5554e-007

2.0001 2.0000 2.0000 —

2−4 2.2985e-005 5.7462e-006 1.4365e-006 3.5913e-007

2.0000 2.0001 2.0000 —

2−5 1.3263e-004 3.3181e-005 8.2966e-006 2.0743e-006

1.9990 1.9998 1.9999 —

2−6 7.2235e-004 1.8102e-004 4.5281e-005 1.1322e-005

1.9765 1.9965 1.9992 —

2−7 3.3000e-003 8.2019e-004 2.0550e-004 5.1402e-005

2.0084 1.9968 1.9992 —

Table 3: The maximum absolute errors Ei
N of Example 3 for δ =

0:03.

ε↓ N = 100 N = 200 N = 400 N = 800

2−1 2.3934e-006 5.9833e-007 1.4958e-007 3.7396e-008

2.0000 2.0000 2.0000 —

2−2 4.1084e-006 1.0271e-006 2.5682e-007 6.4205e-008

2.0000 1.9997 2.0000 —

2−3 6.6395e-005 1.6604e-005 4.1514e-006 1.0379e-006

1.9995 1.9999 1.9999 —

2−4 4.2021e-004 1.0515e-004 2.6293e-005 6.5735e-006

1.9987 1.9997 1.9999 —

2−5 2.1000e-003 5.1586e-004 1.2911e-004 3.2288e-005

2.0253 1.9984 1.9995 —

2−6 9.0000e-003 2.3000e-003 5.7426e-004 1.4375e-004

1.9683 2.0019 1.9981 —

2−7 2.9000e-002 8.0000e-003 2.1000e-003 5.1971e-004

1.8373 1.8580 2.0146 —
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since qðsÞ ≥ τ > 0, i.e., qðsÞτ−1 ≥ 1.

Lε,δπ
± sð Þ ≥ rk k ± r sð Þð Þ + C1q sð Þ max ϕ 0ð Þ, φð Þ − p sð Þϕ sð Þ:

ð7Þ

Since krk > rðsÞ, and we choose the constant C1 so that
the sum of the first two terms dominates the third term in
the above inequality (7), we then obtain

Lε,δπ
± sð Þ ≥ 0: ð8Þ

Case 2. For δ < s ≤ 1,

Lε,δπ
± sð Þ = ε π± sð Þ� �′′ + p sð Þ π± s − δð Þ� �′ + q sð Þπ± sð Þ

= q sð Þ τ−1 rk k + C1 max ϕ 0ð Þ, φð Þ� �
±Lε,δν sð Þ

= q sð Þ τ−1 rk k + C1 max ϕ 0ð Þ, φð Þ� �
± r sð Þ,

ð9Þ

since qðsÞ ≥ τ > 0, i.e., qðsÞτ−1 ≥ 1.

Lε,δπ
± sð Þ ≥ rk k ± r sð Þð Þ + C1q sð Þ max ϕ 0ð Þ, φð Þ ≥ 0: ð10Þ

From the inequality (8) and (10), we get Lε,δπ
±ðsÞ ≥ 0,

0 ≤ s ≤ 1:
Therefore, using Lemma 1, we obtain π±ðsÞ ≥ 0, for all s

∈ ½0, 1�, which gives required estimate.
Lemma 1 implies that the solution is unique, and since

the problem under consideration is linear, the existence of
the solution is implied by its uniqueness. Additionally,
Lemma 2 gives the boundedness of the solution [22].

Lemma 3. The bounds on the derivatives of the solution νðsÞ
of Equation (1) with respect to x is provided by

diν

dsi

�����
����� ≤ C 1 + ε−i e− α∗ 1−sð Þð Þ/ε

� �
,∀s ∈ 0 1½ �, 0 ≤ i ≤ 4: ð11Þ

Proof. One can refer to [28].

3. Exponential Spline

We divide [0, 1] into N equal subdomains of grid size h =
1/N , so that si = ihi = 0, 1, 2,⋯,N with 0 = s0, 1 = sN . Let νð
sÞ be the precise solution and νi be an estimate to νðsiÞ by
the exponential spline ΨiðsÞ passing through the points ðsi,
νiÞ and ðsi+1, νi+1Þ. The exponential spline function ΨiðsÞ
has the following form for each ith segment, satisfying the
condition of first derivative continuity at the joint nodes ðsi
, νiÞ.

Ψi sð Þ = Ai + Bi s − sið Þ + Ki e
τ s−sið Þ + Li e

−τ s−sið Þ, i = 0, 1, 2,⋯,N − 1,
ð12Þ

where Ai, Bi, Ki, and Li are constants and τ is a parameter.
Here, ΨiðsÞ is of the class C2½0, 1� interpolates νiðsÞ at mesh
points si, i = 0, 1, 2,⋯,N depends on a parameter τ and
reduces to the cubic spline ΨiðsÞ in [0,1] as τ⟶ 0:

Define ΨiðsiÞ = νi,Ψiðsi+1Þ = νi+1,Ψi′′ðsiÞ =Mi,Ψi″ðsi+1Þ
=Mi+1, to calculate the coefficient values in Equation (12)
in terms of νi, νi+1,Mi, and Mi+1: Following the exercise in
algebra, we get

Ai = νi −
Mi

τ2
, Bi =

νi+1 − νi
h

−
Mi+1 −Mið Þ

τΘ
, Ki

= Mi+1 − e−ΘMi

� �
2τ2 sinh Θð Þ , Li =

eΘMi −Mi+1
� �
2τ2 sinh Θð Þ ,

ð13Þ

where Θ = τh, for i = 0, 1, 2,⋯,N − 1.
The continuity condition of the first derivative, i.e., Ψi−1′

ðsiÞ =Ψi′ðsiÞ at ðsi, νiÞ, allows us to obtain the following rela-
tions for i = 1, 2,⋯,N − 1:

αMi−1 + 2βMi + αMi+1 =
νi−1 − 2νi + νi+1

h2
, ð14Þ

where = ð1/Θ2Þ − ð1/Θ sinh ΘÞ, β = ðcoth Θ/ΘÞ − ð1/Θ2Þ,
Mj = ν′′ðsjÞ, j = i, i ± 1 andΘ = τh.

The local truncation error Ti of the scheme in Equation

(14) is Ti = h2ð1 − 2α − 2βÞνð2Þi + h4ðð1 − 12αÞ/12Þνð4Þi + h6ð
ð1 − 30αÞ/360Þνð6Þi +Oðh8Þ for i = 1, 2,⋯,N − 1.

As a result, we obtain different orders for Ti for different
values of α and β in Equation (14): (i) fourth order for any
arbitrary α and β with α + β = 1/2; (ii) six orders for α = 1/
12, β = 5/12.

Table 4: The maximum absolute errors Ei
N in Example 1 for ε = 0:1

.

N↓ δ = 0:03 δ = 0:05 δ = 0:08
Our method

100 2.4313e-004 3.0524e-004 3.3301e-004

200 6.0837e-005 7.6379e-005 8.3324e-005

300 2.7043e-005 3.3952e-005 3.7039e-005

400 1.5213e-005 1.9099e-005 2.0836e-005

500 9.7364e-006 1.2224e-005 1.3335e-005

Results in [21]

100 1.7830e-002 2.5306e-002 3.5989e-002

200 9.5140e-003 1.3580e-002 1.9250e-002

300 6.4860e-003 9.2760e-003 1.3132e-002

400 4.9190e-003 7.0420e-003 9.9650e-003

500 3.9620e-003 5.6740e-003 8.0280e-003
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4. Numerical Approach with Fitting
Parameter for Large Delay

The solution’s layer behaviour is preserved, and precise
results are obtained when compared to the perturbation

parameter; the shift parameter is smaller [22, 23]. However,
if δðεÞ is of order OðεÞ, the solution’s layer behaviour is no
longer well-preserved, and oscillations becomes visible. As
a result, we are developing a numerical scheme with fitting
parameters that is based on an exponential spline method
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Figure 1: Solution profile for Example 1 with ε = 0:01 and diverse values of δ with fitting parameter.
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Figure 2: Solution profile for Example 1 with ε = 0:01 and diverse values of δ without fitting parameter.
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Figure 3: Solution profile for Example 2 with ε = 0:01 and diverse values of δ with fitting parameter.
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and a special type of mesh developed in [21]. In addition, we
examine the solution layer behaviour graphically for large
delays in order to demonstrate the significance of the fitting
parameter in our proposed scheme.

4.1. Numerical Scheme for Left-End Boundary Layer. Assume
that pðsÞ ≥ �M > 0 and ε ≥ 0 in [0, 1], where �M is a positive
constant. As a result of this theory, Equations (1) and (2)
show layer behaviour at s = 0 for small values of ε. Now,
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Figure 4: Solution profile for Example 2 with ε = 0:01 and diverse values of δ without fitting parameter.
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Figure 5: Solution profile for Example 3 with ε = 0:01 and diverse values of δ with fitting parameter.
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Figure 6: Solution profile for Example 3 with ε = 0:01 and diverse values of δ without fitting parameter.
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we consider a mesh developed in [21], i.e., chooses the mesh
as h = δ/m, where m = ω ℓ, ℓ is the mantissa of δ, and ω is a
positive integer. The discretization of the boundary value
problem Equations (1) and (2) with a special mesh result in

ενi″= r sið Þ − p sið Þνi−m′ − q sið Þνi, ð15Þ

with

νi = ϕi for i = −m,−m + 1,⋯, 0 and νN = φ: ð16Þ

Using the difference scheme in Equation (14) and the
difference estimates of the first-order derivatives listed
below,

νi−1′ = −νi+1 + 4νi − 3νi−1
2h +O h2

� �
, νi+1′ = νi+1 − νi−1

2h
+O h2

� �
, νi+1′ = 3νi+1 − 4νi + νi−1

2h +O h2
� �

,
ð17Þ

we get

ε

h2
νi+1 − 2νi + νi−1ð Þ = −αpi+1

2h + βpi
h

+ 3αpi−1
2h

� �
νi−m−1

+ 2αpi+1
h

−
2αpi−1
h

� �
νi−m

+ −3αpi+1
2h −

βpi
h

+ αpi−1
2h

� �
νi−m+1

− αqi−1νi−1 − 2βqiνi − αqi+1νi+1
+ αri+1 + 2βri + αri−1ð Þ:

ð18Þ

Now, to enhance the scheme’s effectiveness, we incorpo-
rate a fitting parameter, which is determined using the the-
ory of singular perturbations.

σ ρð Þε
h2

νi+1 − 2νi + νi−1ð Þ = −αpi+1
2h + βpi

h
+ 3αpi−1

2h

� �
νi−m−1

+ 2αpi+1
h

−
2αpi−1
h

� �
νi−m

+ −3αpi+1
2h −

βpi
h

+ αpi−1
2h

� �
νi−m+1

− αqi−1νi−1 − 2βqiνi − αqi+1νi+1
+ αri+1 + 2βri + αri−1ð Þ for i = 1, 2,⋯,N − 1:

ð19Þ

By multiplying Equation (19) by h and assuming limit as
h⟶ 0 [4], we get

lim
h⟶0

σ

ρ
ν i + 1ð Þh − 2ν ið Þh + ν i − 1ð Þhð Þf g

= α + βð Þp 0ð Þ lim
h⟶0

ν i −m − 1ð Þh − ν i −m + 1ð Þhð Þf g:
ð20Þ

Based on singular perturbation theory pertaining to the

layer at the interval’s left end [16], we have

limν
h⟶0

ihð Þ ≈ ν0 ihð Þ + ϕ 0ð Þ − ν0 0ð Þð Þ exp −p 0ð Þiρf g +O εð Þ, where ρ = h
ϵ
:

ð21Þ

Now, by plugging Equation (21) into Equation (20) and
exercising, we have

σ

ρ
= α + βð Þp 0ð Þ e−p 0ð Þ i−1−mð Þρ − e−p 0ð Þ i−m+1ð Þρ

e−p 0ð Þ i+1ð Þρ − 2e−p 0ð Þiρ + e−p 0ð Þ i−1ð Þρ , ð22Þ

σ

ρ
= α + βð Þp 0ð Þep 0ð Þmρ ep 0ð Þρ − e−p 0ð Þρ	 


e p 0ð Þρð Þ/2 − e− p 0ð Þρð Þ/2	 
2
= α + βð Þp 0ð Þep 0ð Þmρ e p 0ð Þρð Þ/2 + e− p 0ð Þρð Þ/2	 


e p 0ð Þρð Þ/2 − e− p 0ð Þρð Þ/2	 
 ,
ð23Þ

σ = ρ α + βð Þp 0ð Þep 0ð Þmρ coth p 0ð Þρ
2

� �
, ð24Þ

which is the parameter that has been fitted for the layer on
the left-end of the domain.

4.2. Numerical Scheme for Right-End Boundary Layer.
Assume that pðsÞ ≤ �M < 0 and ε ≥ 0 in [0, 1], where �M is a
positive constant. As a result of this theory, Equations (1)
and (2) shows layer behaviour at s = 1 for small values of ε.
Based on singular perturbation theory for the layer at the
right end of the interval [16], we have

lim
h⟶0

ν ihð Þ = ν0 0ð Þ + ϕ 0ð Þ − ν0 1ð Þð Þ e−P 1ð Þ 1/ε−iρð Þ +O εð Þ, where ρ = h
ϵ
:

ð25Þ

In the exponential spline difference scheme Equation
(18), we insert a fitting parameter σðρÞ and obtain the fitting
parameter

σ = ρ α + βð Þp 0ð Þe−p 0ð Þmρ coth p 1ð Þρ
2

� �
, ð26Þ

employing the similar procedure as in the case of the left
boundary layer. Now, by simplifying the difference scheme
in Equation (19), we get

Piνi−1 +Qiνi + Riνi+1 +Uiνi−m+1 + Viνi−m +Wiνi−m−1 =Gi, i = 1, 2,⋯,N − 1,

ð27Þ

where Pi = σε + αh2qi−1,Qi = −2σε + 2βh2qi, Ri = σε + αh2

qi+1,Ui = −ðαhpi−1/2Þ + ð2βhpi/2Þ + ð3αhpi+1/2Þ,Vi = 2α
hpi−1 − 2αhpi+1,Wi = −ð3αhpi−1/2Þ − ð2βhpi/2Þ + ðαhpi+1/2Þ,
Gi = h2½αri−1 + 2βri + αri+1�:
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Following Equation (16), the scheme of Equation (27)
can be expressed as

Piνi−1 +Qiνi + Riνi+1 =Gi −Uiνi−m+1 −Viνi−m −Wiνi−m−1, for 1 ≤ i ≤m − 1,
Piνi−1 +Qiνi + Riνi+1 +Uiνi−m+1 =Gi − Viνi−m −Wiνi−m−1, for i =m,

Piνi−1 +Qiνi + Riνi+1 +Uiνi−m+1 + Viνi−m =Gi −Wiνi−m−1, for i =m + 1,
Piνi−1 +Qiνi + Riνi+1 +Uiνi−m+1 + Viνi−m +Wiνi−m−1 =Gi, form + 2 ≤ i ≤N − 1:

ð28Þ

The Gauss elimination scheme with partial pivoting is
used to solve the aforementioned system of equations.

5. Truncation Error

The local truncation error for the scheme Equation (27) is
obtained using Taylor’s series expansion, as shown below.

Ti hð Þ = σε 1 − 2 α + βð Þ½ �h2ν 2ð Þ
i ξið Þ

+ σε

12 1 − 12α½ �ν 4ð Þ
i ξið Þ + 1

3 −2α + β½ �pi ξið Þν 3ð Þ
i ξið Þ

� � �
h4 +O h6

� �
,

ð29Þ

where si ≤ ξi ≤ si+1. Clearly, TiðhÞ =Oðh4Þ for any random
choice of α and β whose sum is equal to 1/2 and α = 1/12.

5.1. Convergence Analysis. The matrix equation for the left-
end boundary layer problem, including the specified bound-
ary conditions in Equation (24), is as follows:

Aν +B + Ti hð Þ = 0, ð30Þ

A =

Q1 R1 0 ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ 0
P2 Q2 R2 0 ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ 0
0 P3 Q3 R3 0 ⋯ ⋯ ⋯ ⋯ ⋯ 0
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮

Um 0 ⋯ Pm Qm Rm 0 ⋯ ⋯ ⋯ 0
Vm+1 Um+1 0 ⋯ Pm+1 Qm+1 Rm+1 0 ⋯ ⋯ 0
Wm+2 Vm+2 Um+2 0 ⋯ Pm+2 Qm+2 Rm+2 0 ⋯ 0
0 Wm+3 Vm+3 Um+3 0 ⋯ Pm+3 Qm+3 Rm+3 0 0
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 0
⋯ ⋯ 0 WN−2 VN−2 UN−2 0 ⋯ PN−2 QN−2 RN−2

⋯ ⋯ ⋯ 0 WN−1 VN−1 UN−1 0 ⋯ PN−1 QN−1

2
666666666666666666666666664

3
777777777777777777777777775

,

ð31Þ

and B = ½r1, r2, r,⋯rm, rm+1, rm+2,⋯, rN−2, rN−1�, where
ri = Gi −f Uiνi−m+1 −Viνi−m −Wiνi−m−1 − P1ν0 for 1 ≤ i ≤

m − 1Gi −Viνi−m −Wiνi−m−1 for i =m

Gi −Wiνi−m−1

Gi − RN−1νN

for i =m + 1
form + 2 ≤ i ≤N − 1

.

Pi = σε + αh2qi−1,Qi = −2σε + 2βh2qi, Ri = σε + αh2qi+1,Ui

= −
αhpi−1

2 + 2βhpi
2 + 3αhpi+1

2 , Vi = 2αhpi−1 − 2αhpi+1,Wi

= −
3αhpi−1

2 −
2βhpi
2 + αhpi+1

2 ,

ð32Þ

Gi = h2½αri−1 + 2βri + αri−1�,for i = 1, 2,⋯,N − 1 and Tið
hÞ =Oðh4Þ, ν = ½ν1, ν2,⋯, νN−1�T , TiðhÞ =
½T1, T2,⋯, TN−1�T , andO = ½0, 0,⋯, 0�T are related vectors
of Equation (19).

Let ~ν = ½~ν1, ~ν2,⋯, ~νN−1�T ≅ ν satisfies the equation

A~ν +B = 0: ð33Þ

Let ei = νi − νi, i = 1ð1ÞN − 1 be the error so that E =
½e1, e2,⋯, eN−1�T = u −U .

Subtracting Equation (30) from Equation (33), we obtain
the error equation

AE = Ti hð Þ: ð34Þ

Let S i be the sum of the ith row elements of the matrix A.
Then, we have

S i = h2 αqi−1 + 2βqi + αqi+1ð Þ, for 1 ≤ i ≤m − 1,

S i =
h
2 −αpi−1 + 2βpi + 3αpi+1ð Þ + h2 αqi−1 + 2βqi + αqi+1ð Þ, for i =m,

S i =
h
2 3αpi−1 + 2βpi − αpi+1ð Þ + h2 αqi−1 + 2βqi + αqi+1ð Þ, for i =m + 1,

S i = h2 αqi−1 + 2βqi + αqi+1ð Þ, form + 2 ≤ i ≤N − 1:
ð35Þ

Let ζ1∗ = min
1≤i≤N

jpðtiÞj and ζ∗1 = max
1≤i≤N

jpðtiÞj, ζ2∗ = min
1≤i≤N

jqðti
Þj, and ζ∗2 = max

1≤i≤N
jqðtiÞj.

Since 0 < ε≪ 1 and with sufficiently small h, it is verified
that A is irreducible and monotone [37, 38]. Therefore,
A−1 exists andA−1 ≥ 0:

So, we can deduce from Equation (34) that

Ek k ≤ A−1�� �� Tk k: ð36Þ

For small h, we have S i ≥ h2½2ðα + βÞζ2∗ �, for 1 ≤ i ≤m
− 1.

S i ≥ h2 2 α + βð Þζ2∗½ �, for i =m,
S i ≥ h2 2 α + βð Þζ2∗½ �, for i =m + 1,

S i ≥ h2 2 α + βð Þζ2∗½ �, form + 2 ≤ i ≤N − 1:

ð37Þ

Let A−1
i,k be the ði, kÞth element of A−1, and we define k
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A−1k = max
1≤i≤N−1

∑N−1
k=1 A

−1
i,kand kTðhÞk = max

1≤i≤N−1
jTiðhÞj,

sinceA−1
i,k ≥ 0 and∑N−1

k=1 A
−1
i,k :Sk = 1 for i = 12, 3,⋯,N − 1.

Hence,

〠
m−1

k=1
A−1

i,k ≤
1

min
1≤k≤m−1

Sk
< 1
h2 2 α + βð Þζ2∗½ �

, i = 1, 2, 3,⋯,m − 1:

A−1
i,k ≤

1
Sm

< 1
h2 2 α + βð Þζ2∗½ � , k =m,m + 1:

ð38Þ

Furthermore,

〠
N−1

k=m+2
A−1

i,k ≤
1

min
1≤k≤m−1

Sk
< 1
h2 2 α + βð Þζ2∗½ � , i =m + 2,m + 3,⋯,N − 1:

ð39Þ

Using Equations (36), (38), and (39), we get

Ek k ≤O h2
� �

: ð40Þ

As a result, it demonstrates that the proposed exponen-
tial spline scheme is second-order convergent. The same
procedure can also be used to examine the convergence
analysis for the right end boundary layer.

6. Numerical Experiments

Three problems are selected to validate the competence of
the proposed scheme. The maximum absolute errors are
obtained using the principle of double mesh Ei

N = max
0≤i≤N

jνNi
− ν2N2i j and the order of convergence rN = log2ðEi

N /Ei
2NÞ

for the examples, which are tabulated in Tables 1–3. Further-
more, the calculated arithmetic solutions to the considered
experiments are depicted by graphs, with and without fitting
parameters for various values of ε and δ:

Example 1. εν′′ + ν′ðs − δÞ − νðsÞ = 0with νðsÞ = 1, −δ ≤ s ≤
0 and νð1Þ = 0.

Example 2. εν′′ + 0:25 ν′ðs − δÞ − νðsÞ = 0with νðsÞ = 1, −δ
≤ s ≤ 0 and νð1Þ = −1:

Example 3. εν′′ − ν′ðs − δÞ − νðsÞ = 0with νðsÞ = 1, −δ ≤ s ≤
0 and νð1Þ = −1.

7. Discussions and Conclusion

The delay differential equation of order two is considered,
which has a large delay in the convention term and layers
at the left and right ends of the interval. An exponential
spline finite difference scheme is constructed using the con-
tinuity of its first-order derivative condition at the joint
nodes. We considered the case when δðεÞ is of order OðεÞ,
layer’s behaviour can change and even be destroyed, or the

solution can exhibit oscillatory behaviour. To address these
drawbacks in solutions, we experimented with a new scheme
based on the special mesh introduced in [21], which involves
adding a parameter to the exponential spline method.
Tables 1–3 illustrate the maximum errors as well as the
order of convergence for Examples 1–3. Table 4 compares
the maximum absolute errors in Example 1 to other
methods for different shift parameter values. Figures 1–6
depict diagrams of the solutions to the experiments for var-
ious values of δ, and we compared the graphs with the fitting
parameter for various values of δ =OðεÞ to the graphs with-
out the fitting parameter. When the δ value is larger than the
ε, the solution includes oscillations, as shown in Figures 2
and 4 (without fitting parameter), whereas in Figures 1 and
3 (with parameter), the oscillations are controlled in solu-
tions, and behaviour of the layer is well-preserved. However,
when dealing with a right-end layer, as shown in Figures 5
and 6, layer behaviour of the solution is preserved even for
δ =OðεÞ: Finally, we found that exponential spline fitting
parameter method with special mesh had a significant
improvement in terms of regulating the oscillations in the
solutions of delay differential equations.
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