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COVID-19 has swept through the world since December 2019 and caused a large number of patients and deaths. Spatial
prediction on the spread of the epidemic is greatly important for disease control and management. In this study, we predicted
the cumulative confirmed cases (CCCs) from Jan 17 to Mar 1, 2020, in mainland China at the city level, using machine
learning algorithms, geographically weighted regression (GWR), and partial least squares regression (PLSR) based on
population flow, geolocation, meteorological, and socioeconomic variables. The validation results showed that machine
learning algorithms and GWR achieved good performances. These models could not effectively predict CCCs in Wuhan, the
first city that reported COVID-19 cases in China, but performed well in other cities. Random Forest (RF) outperformed other
methods with a CV-R? of 0.84. In this model, the population flow from Wuhan to other cities (WP) was the most important
feature and the other features also made considerable contributions to the prediction accuracy. Compared with RF, GWR
showed a slightly worse performance (CV-R* =0.81) but required fewer spatial independent variables. This study explored the
spatial prediction of the epidemic based on multisource spatial independent variables, providing references for the estimation

of CCCs in the regions lacking accurate and timely.

1. Introduction

Since December 2019, a novel coronavirus named COVID-
19 was first reported in Wuhan, China, and then swept across
China. The number of the confirmed cases has exceeded
80,000 with more than 4,000 reported deaths until May
2020 in China. Moreover, the virus has already spread to
the world, which is treated as a Public Health Emergency of
International Concern (PHEIC). Until May 2020, the num-
ber of the confirmed cases of COVID-19 in the world has
exceeded 123 million, and the deaths have exceeded
370,000 according to the statistical data released by Johns
Hopkins University (JHU) (https://github.com/
CSSEGISandData/COVID-19). Compared with SARS [1]
and HINI influenza [2], the virus is more transmissible
and infectious [3, 4].

Since the outbreak of COVID-19, many studies have
been conducted on the prediction and impact factors of
COVID-19. (1) Some scholars investigated the influence of

meteorological factors on the transmission of COVID-19
[5-9]. They collected meteorological factors such as temper-
ature and humidity, then developed models to evaluate the
influence of these factors on the number of cases or deaths.
(2) Some studies predicted the severity and tendency of epi-
demic outbreaks based on meteorological variables, popula-
tion flow, and socioeconomic factors using multiple linear
regression (MLP) and Autoregressive Integrated Moving
Average (ARIMA) methods [10-12]. (3) Other studies pre-
dicted the spread of COVID-19 based on historical case data
using Infectious disease dynamics models [13-17] and
machine learning algorithms [18, 19]. Susceptible-Infected-
Removed (SIR) and Susceptible-Exposed-Infected-Removed
(SEIR) first estimate the main epidemiological parameters
of COVID-19, such as the basic reproductive numbers R,
the per day infection mortality, and recovery rates (more
than 90% CI) by simulating the transmission process of the
epidemic, and then simulate the epidemic trend and predict
the number of confirmed cases. Machine learning
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algorithms such as Convolutional Neural Network (CNN),
Long Short-Term Memory (LSTM), Gated Recurrent Unit
(GRU), and Autoregressive Integrated Moving Average
(ARIMA) were used to predict the trend of COVID-19 based
on the daily numbers of cumulative confirmed cases, new
cases, and death cases during the outbreak period of
COVID-19.

At present, few researches were carried out on the spatial
prediction of COVID-19. Due to the differences in epidemic
management systems, response policies, and statistical
methods in various regions, there may be no reliable case
statistics in some regions. Spatial distribution information
of the confirmed cases is of great significance for epidemic
control, medical resources allocations, and the deployment
of epidemic prevention materials. Our study is aimed at
exploring the spatial prediction of COVID-19 in mainland
China at the city level by GWR and machine learning algo-
rithms, in order to provide an effective way to predict the
numbers of cases in some regions without reliable case sta-
tistics based on the case data of other regions.

2. Materials

2.1. Disease Data. The daily number of the cumulative con-
firmed cases (CCCs) during the period from December 2019
to April 2020 were collected from the National Health Com-
mittee of China (http://www.nhc.gov.cn/), including CCCs
of 361 cities in mainland China. Figure 1(a) shows the tem-
poral variation of CCCs during this period. It should be
noted that at the end of January, all the provincial-level
administrative regions in mainland China launched the
first-level response for major public health emergencies.
Due to the timely and effective control strategy, the spread
of COVID-19 had been contained. Since the end of Febru-
ary, CCCs in mainland China tended to stabilize. Given that
the number of cases imported abroad is rising since March,
the study period is set from January 17 to March 1, 2020, to
reduce the impact of imported cases. Figure 1(b) shows the
spatial distribution of CCCs during the study period.

2.2. Spatial Dataset. In this study, multisource datasets were
employed to derive the independent variables for the spatial
prediction of COVID-19. The datasets are as follows:

(1) Climate data: previous studies have addressed the
influence of meteorological factors on the transmis-
sion of COVID-19 [12, 20, 21]. ERA5 (https://
climate.copernicus.eu/climate-reanalysis), the latest
climate reanalysis dataset produced by the European
Centre for Medium-Range Weather Forecasts
(ECMWF), was used to derive meteorological fac-
tors. It provides gridded hourly atmospheric, land-
surface and sea-state parameters at 0.25°spatial reso-
lution, with atmospheric parameters on 37 pressure
levels.

(2) Traffic data: studies have indicated that COVID-19
mainly spreads from person to person through drop-
lets and contacts [22, 23]. Population flow plays a
vital role in the distribution and spread of the epi-
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demic. The traffic data was derived from Baidu
Migration Map (http://qianxi.baidu.com/), which is
an online map developed by Baidu Inc. It provides
inbound and outbound traffic volumes for selected
cities and dates in China based on cell phone posi-
tioning data, which are proportional to the daily
number of people traveling between cities.

(3) Socioeconomic data: socioeconomic conditions,
including economic, medical, and control measures,
also affect the spread of the epidemic [12]. The statis-
tical yearbook was collected from the National
Bureau of Statistics of China (NBSC) (http://www
.stats.gov.cn/tjsj/ndsj/), which contains resident pop-
ulation and gross domestic prod uct (GDP) at the
city level.

3. Method

3.1. Spatial Independent Variables. Relative humidity (Rh)
and air temperature at 2m height (T2m) were derived from
the ERA5 reanalysis dataset. The average Rh and T2m of
each city were calculated as meteorological indicators. Four
city-level traffic features were derived from Baidu Migration
Map, including City Migration index (Moveln), City Emi-
gration index (MoveOut), intracity travel intensity (Travel),
and traffic flow from Wuhan to other cities (WP). The geo-
graphic distances from other cities to Wuhan (WD) were
also calculated. City-level resident population (People) and
GDP were derived from the statistical yearbook. Table 1
shows the summary of the spatial independent variables.

3.2. Models. The relationships between the spread of infec-
tious diseases and various factors are multifaceted and com-
plex. Machine learning algorithms have the advantage of
fitting high-dimensional complex relationships, which have
been introduced into infectious disease research [24-27].
Random Forest (RF), Gradient Boosting Decision Tree
(GBDT), and Support Vector Machine (SVM) are widely
used machine learning algorithms, which have proved their
effectiveness and applicability in many research fields. In
addition, CCCs is affected by the surroundings, showing
obvious spatial heterogeneity and nonstationary distribution
characteristics. Geographically weighted regression (GWR)
can reveal the spatial nonstationary effect based on a locally
weighted regression model. Therefore, RF, GBDT, and SVM
and GWR were introduced for the spatial prediction of
COVID-19. In addition, traditional partial least squares
regression (PLSR) was also used as a comparison.

3.2.1. Random Forest (RF). RF [28] is an ensemble-learning
algorithm that combines a large set of CART decision trees.
To construct trees, Bootstrap samples containing m samples
are drawn randomly with replacement from the training
dataset. During the sampling process, some samples
(63.2%) appeared multiple times in the bootstrap samples,
and some (36.8%) never appeared, which are referred to as
out-of-bag (OOB) data. Then, each of the bootstrap samples
is used to fit a regression tree, which is independently grown
to its maximum size without any pruning process. The
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FIGURE 1: (a) The temporal variation of CCCs in mainland China from December 1, 2019, to April 30, 2020. The green dotted line represents
the start date of study period 2020-01-17, purple represents the end date of study period 2020-03-01, and orange represents the control date
of China 2020-01-25. (b) The spatial distribution of city-level CCCs in mainland China from January 17 to March 1, 2020.

splitting criterion of the regression tree is based on the low-
est Gini Index. During the process, RF can provide OOB
estimate error for each variable by calculating the difference
in the mean square errors between OOB data and the sam-
ples. Finally, the outputs of all trees are averaged as the pre-
dicted value. RF can reduce the overfitting problem and is

not sensitive outliers, showing strong generalization ability
in practical application.

3.2.2. Gradient Boosting Decision Tree (GBDT). GBDT is an
integrated machine learning algorithm that develops an
ensemble of tree-based models by training multiple decision



4 Computational and Mathematical Methods in Medicine
TaBLE 1: Summary of spatial independent variables.
Variables Description Data source Format
Rh"* Relative humidity ERA5 Hourly
T2m"* Temperature at 2m height ERA5 Hourly
Moveln* City Migration index Baidu Migration Map Daily
MoveOut* City Emigration index Baidu Migration Map Daily
Travel” Intracity travel intensity Baidu Migration Map g:ﬁ;’
Wp** Traffic flow from Wuhan to other cities Baidu Migration Map Daily
wD? Geographic distance from each city to Wuhan — Yearly
GDP GDP per city NBSC Yearly
People Resident population per city NBSC Yearly

!Calculation of daily average weather variables for each city. *WP is constructed by multiplying MoveOut of Wuhan with percentage that a destination city
receives from Wuhan for each Chinese city. For Wuhan, we set the percentage = 100%. *WD is constructed by calculating the geographic distance from each
city to Wuhan under UTM ZONE 49N projection. For Wuhan, we set WD =0. *Calculation of the average of independent variables for each city from

January 17, 2020, to March 1, 2020.

trees in a sequential manner [29]. The core idea is that each
iteration fits a regression tree that learns the residuals left by
the previous model and thereby decreases the residual along
the gradient direction. Therefore, by constantly adjusting
and optimizing the weight of the weak learner to make it a
strong learner, the loss function can be minimized and opti-
mized. The results of all regression trees are integrated to get
the final prediction. GBDT can handle mixed types of data
for both classification and regression tasks and is also robust
against outliers.

3.2.3. Support Vector Machine (SVM). SVM is a machine
learning method based on the Vapnik-Chervonenkis (VC)
theory of statistical learning theory and the principle of
structural risk minimization [27, 30, 31]. By using a cost
function to measure the empirical risk, it minimizes the
regression error between the predicted and actual values.
The main basis of SVM is e-insensitive function [32] and
Kernel function, since the e-insensitive loss function can dis-
regard errors within a certain range of the true value, thereby
maintaining the sparseness and robustness of the fit. And the
Kernel function can transform the data into a higher dimen-
sional space to make it possible to perform the linear separa-
tion and improve the generalization ability and finally obtain
the non-linear learning model in the original low-
dimensional space, thus solving the nonlinear regression
problem well. The commonly used radial basis kernel func-
tion (RBF) was applied in this study.

3.2.4. Partial Least Squares Regression (PLSR). PLSR is an
effective multivariate statistical method to deal with many
and highly collinear predictors [33]. By combining advan-
tages of principal component analysis (PCA) and multiple
regression, it is superior to the general linear regression
method when analyzing the linear relationships between
multiple independent and dependent variables [34]. First, a
set of latent factors that explain as much of the covariance
as possible between the independent and dependent variable
are extracted. Then, a regression model is developed to pre-

dict the dependent variable using the latent factors as input
variables.

3.2.5. Geographically Weighted Regression (GWR). Accord-
ing to Tobler’s First Law of Geography, everything is spa-
tially related and the closer the distance, the greater the
spatial correlation between things [35]. GWR is an expan-
sion of the classical regression that effectively addresses spa-
tial heterogeneity by enabling the coeflicients to vary with
the spatial locations [36, 37]. GWR formula is as follows:

M=

1l
—_

Y= Bo(upv;) + ﬁj(”p vi)Xi; + €, (1)

J

where i is the i city, Y, is the dependent variable, S, (1, v;)
is the intercept constant, p is the total number of indepen-
dent variables, X; is the i independent variable, €; is the
error term, and ﬁj(ui,vi) represents spatial location func-
tion, which can reflect the law of dependent variable chang-
ing with geographical location.

GWR is originally developed assuming a Gaussian distri-
bution of the dependent variable, and the weight is deter-
mined by Gaussian function as follows:

d.\ 2
ﬂ exp _1 71-] s dl” < h)
W= 2 2\ h 1 (2)

0, dj>h,
where d;; represents the distance between points i and j and

h represents the bandwidth and is selected by Corrected
Akaike information criterion (AICc), which can avoid over-
fitting and determine a more reasonable bandwidth [38, 39]:

AICc(h) =log <é EAT€> + %, (3)
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where 1 is the observed index number, eA ¢ is the error esti-
mation/standard deviation, and tr(x) is the trace of L(h),
which represents the bandwidth function.

3.3. Model Training and Validation. In order to reduce the
influence of the wide range of CCCs and avoid possible neg-
ative values in the predicted results, a logarithmic transfor-
mation was applied to CCCs:

CCCsLog=1n (CCCs + 1), (4)

where CCCs is the cumulative confirmed cases at the city
level, CCCsLog is the logarithmic-transformed CCCs. CCCs
of some cities were zero, CCCs plus 1 to avoid the invalid
value of In (0).

CCCsLog was used as the dependent variable, and 9 vari-
ables (Rh, T2m, Moveln, MoveOut, Travel, WP, WD, GDP,
and People) of each city were used as the independent vari-
ables to fit RF, GBDT, SVM, GWR, and PLSR models. The
whole dataset contains 361 samples (361 cities in mainland
China). 10-fold cross-validation was used to assess the model
performances. The whole dataset is randomly divided into
10 subsets (folds), each of which (containing 36 samples) is
the test set and the remaining folds (containing 325 samples)
are used as the training set. The model developed from the
training set is validated based on the test set. This process is
repeated 10 times to ensure that each fold is selected as the test
set, and all the predicted results of 10 times are compared with
actual values. Root mean square error (RMSE), mean absolute
error (MAE), and R? were calculated as the accuracy indica-
tors. During the modeling, feature selection was also con-
ducted to determine the optimal feature combination.

The predicted values were exponentially transformed to
the estimated number of cumulative confirmed cases.

CCCsE = INT [exp“““1os — 1], (5)

where CCCsE is the estimated cumulative confirmed cases
and INT [x] represents the maximum integer not exceeding
X.

SHapley Additive Planations (SHAP) is a game theoretic
approach to explain the output of machine learning models.
It connects optimal credit allocation with local explanations
using the classic Shapley values from game theory and their
related extensions [40]. Traditional feature importance only
indicates which feature is important but does not show how
that feature affects the prediction result. The SHAP value
can reflect the influence of the features in each sample and
also show the positive and negative effects [41], providing
a good way to help understand the impact of independent
variables on the model.

4. Results and Discussion

4.1. Model Performance. The evaluation results of all the
models are shown in Table 2. Three machine learning
models achieved relatively low CV-RMSE and CV-MAE
but also showed extremely low CV-R?. Moreover, CV-
RMSE of these models were obviously higher than CV-

TaBLE 2: Evaluation results of machine learning algorithms, PLSR,
and GWR.

Model CV-RMSE CV-MAE CV-R?
RF 2,503.24 166.05 0.21
GBDT 2,550.63 175.17 0.12
SVM 2,586.37 180.22 0.01
PLSR 2.70%10" 1.42%10'® 0.98
GWR 5.82%10" 3.06%10" 0.98

TaBLE 3: Evaluation results of machine learning algorithms, PLSR,
and GWR without Wuhan.

Model CV-RMSE CV-MAE CV-R?
RF 135.57 34.59 0.84
GBDT 178.10 41.37 0.82
SVM 140.20 44.42 0.81
PLSR 2,344.51 212.67 0.37
GWR 194.01 52.98 0.81

MAE. We carefully analyzed the estimated CCCs and found
that it can be mostly attributed to Wuhan. Wuhan is the first
city that reported COVID-19 cases in China and had an
extremely high CCCs (49,122). As a contrast, the second
and third highest city-level CCCs in mainland China were
3,518 and 2,905, respectively. The large difference between
CCCs of Wuhan and other cities led to serious underestima-
tion of Wuhan and resulted in poor overall accuracy. As for
GWR and PLSR, CV-R* were very high (0.98) but CV-
RMSE and CV-MAE were also too high. In-depth analysis
on the predictions of GWR and PLSR indicated that this
was also attributed to Wuhan. GWR generates local regres-
sion models at different locations. For Wuhan and its sur-
rounding areas, the developed regression model could not
well predict CCCs of Wuhan because of the special condition
of this city. The seriously overestimated CCCs of Wuhan led
to the extremely high error. PLSR extracts the principal
components of independent variables and then uses Canon-
ical correlation analysis (CCA) and MLP to generate the pre-
diction model. Its predicted results are easily affected by
extreme values such as Wuhan and its surrounding cities.
In addition, PCA discards nonprincipal components with a
small variance which may contain important information
and would have a negative impact on subsequent modeling.

Based on the above analysis, Wuhan had great effects on
the prediction accuracies of all these models. We removed
the predicted CCCs of Wuhan from the results and recalcu-
lated CV-RMSE, CV-MAE, and CV-R* of all models
(Table 3). The performances of all models were obviously
improved. CV-R? ranged from 0.37 to 0.84, CV-RMSE
ranged from 135.57 to 2,344.51, and CV-MAE ranged from
34.59 to 212.67. Among these models, RF achieved the high-
est accuracy (CV-R?*=0.84, CV-MAE=34.59, and CV-
RMSE = 135.57). GWR had relatively lower accuracy com-
pared with machine learning algorithms. However, GWR
used much fewer independent variables based on feature
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FIGURE 2: Predicted results of RF and GWR. (a, b) The spatial distributions of the estimated CCCs of RF and GWR. (c, d) Scatter plots
between actual CCCs and estimated CCCs of RF and GWR. Pink and cyan marked areas represent obviously overestimated and

underestimated samples, respectively.

selection, which included WP, WD, Moveln, MoveOut, and
Travel. As a contrast, RF used all the 9 independent vari-
ables. PLSR showed the lowest CV-R* and the highest CV-
MAE and CV-RMSE, suggesting that it is not suitable for
the spatial prediction of the epidemic in our study.

We also validated the performances of these models
developed from the dataset of all the other 360 cities (exclud-
ing Wuhan). The accuracies were similar to that of Table 3.
To save space, we do not give detailed results.

4.2. Prediction Error Analysis. Figure 2 gives the predicted
results of RF and GWR. Compared with the distribution of
actual CCCs (Figure 1(b)), the estimated CCCs of RF
(Figure 2(a)) and GWR (Figure 2(b)) generally showed sim-
ilar patterns. CCCs in mainland China had obvious spatial
distribution characteristics, which were very high in the sur-
rounding cities of Wuhan and then decreased with distance
to Wuhan. Provincial capital cities exhibited obvious high
CCCs compared with other cities in the provinces, and
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FIGURE 3: Spatial distribution of the absolute error of RF (a) and GWR (b). Pink and cyan marked areas represent overestimated and
underestimated cities, respectively.
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Western cities generally had low CCCs compared with east-
ern cities. Figures 2(c) and 2(d) show the scatter plots
between actual CCCs and estimated CCCs of RF and GWR,
respectively (excluding Wuhan).

Most of the samples clustered near the 1:1 line, suggest-
ing good consistency between the actual and estimated
CCCs. There were also some overestimated and underesti-
mated samples, marked pink and cyan, respectively, in the
plots. Compared with RF, GWR had more outliers in the
estimated results. Especially for the cities with high CCCs,
GWR tended to underestimate CCCs.

We noticed that there were some samples with relatively
high bias in RF and GWR. To better understand the spatial
pattern of prediction error, the distributions of the absolute
error of RF and GWR are shown in Figure 3. The spatial
characteristics of the prediction error and the possible rea-
sons were discussed as follows.

4.2.1. RF. Package treeinterpreter (https://github.com/
andosa/treeinterpreter) can interpret Random Forest predic-
tions and allow decomposing each prediction into bias and
feature contribution components that can see which features
contributed to the difference and by how much. Based on
the outputs from tree interpreter, we found that WP was
the most contributing feature. So we focus on analyzing
the prediction error from the perspective of WP, as shown
in Figure 4.

Some underestimated cities are close to or far from
Wuhan with relatively low WP (<0.40). These cities are
marked red in Figure 4 and listed in Table 4. Lower WP

TaBLE 4: Obviously underestimated cities with relatively low WP (<
0.40).

City WP Observed CCCs  Estimated CCCs
Xinyu' 0.0003 130 7
Bengbu' 0.0004 160 10
Huaian' 0.0035 66 20
Ningbo' 0.0165 157 31
Jining' 0.0947 260 34
Bozhou' 0.1625 108 41
Taizhou' 0.1819 146 53
Fozhou' 0.2268 72 34
Shangrao' 0.2710 123 45
Hangzhou™* 0.2889 169 86
Shaoyang' 0.3267 102 44
Wenzhou' 0.3495 504 98
Jixi® 0.0000 46 8
Shuangyashan®  0.0000 52

Ganz’ 0.0000 78 2
Suihua® 0.0001 47 11
Tangshan’ 0.0014 58 22
Zhongshan®* 0.0203 66 27
Zhuhai® 0.1561 98 42
Tianjin®* 0.1661 136 47
Haerbin®* 0.2112 198 40

ICities close to Wuhan, WD < 700 km. *Cities far from Wuhan, WD > 700
km. *Municipalities and capital cities.
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tends to lead to the underestimation, which can be attributed
to the following reasons:

(1) Statistical errors in Baidu Migration Map: Baidu
Migration data is mainly derived based on cell phone
positioning data. However, if people do not use
smartphones or any Baidu-related apps or the signal
is not good, their migration will be not recorded,
resulting in a lower WP value.

(2) Multistage spread of the epidemic between cities:
though many cities do not have direct large popula-
tion flows with Wuhan, the epidemic may spread to
them through other cities. However, at this stage, we
lack the features able to characterize the multi-stage
link between cities.

Also, there are some obviously overestimated or under-
estimated cities with relatively high WP (>0.65). These cities
are marked pink and cyan in Figure 4 and listed in Table 5.
Most of them belong to or are close to Hubei Province
(Wuhan is the capital city of this province). The others are
generally other provincial capital cities. It is worth noting
that CCCs in these cities with similar WP show different
CCCs, such as Beijing vs. Jiujiang, Zhengzhou vs. Shenzhen
vs. Shanghai, and Yichang vs. Xiantao. Some cities with seri-
ous epidemics had relatively low WP values, while some cit-
ies with mild epidemics had relatively high WP values,
which might mislead RF to make wrong predictions. In
addition, due to the different management and control capa-
bilities of different cities, the cities with similar independent
variable values might have obviously different CCCs, which
also introduced difficulties for the prediction.

4.2.2. GWR. As shown in Figure 3(b), cities with large pre-
diction errors mainly are the cities with much higher or
lower CCCs than the surrounding cities. Most of them are
the cities in Hubei Province (Xiaogan, Huanggang, Suizhou,
Jingzhou, Xiangyang, Ezhou, Huangshi, Yichang, Xianning,
Jingmen, Shiyan, Tianmen, Xiantao, Shennongjia, and
Enshi); municipalities (Beijing, Shanghai, Chonggqing, and
Tianjin); provincial capital cities (Haerbin, Guangzhou,
Hefei, Zhengzhou, Chengdu, Nanjing, and Changsha); and
other cities (Wenzhou, Jining, Shenzhen, Ningbo, Bozhou,
Bengbu, Xinyang, Shaoyang, Ganz, and so on). GWR is
essentially a combination of local linear regression models,
and CCCs of each sample is estimated by the surrounding
samples. In those outliers’ regions, there will be large abso-
lute errors.

4.3. Discussion

4.3.1. Feature Importance Analysis. The feature SHAP and
importance of the 9 independent variables used in RF are
shown in Figure 5. WP is the most important feature.
Wuhan is the first city that reported COVID-19 cases in
China and the population flow of this city played a vital role
in the epidemic spread. MoveOut, Moveln, and Travel
mainly reflect the intensity of population flow between and
within cities. These features do not show obvious positive
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TaBLE 5: Obviously overestimated or underestimated cities with
relatively high WP (>0.65).

City WP Observed CCCs  Estimated CCCs
Xianning"" 9.0345 836 1,158
Jingmen"" 6.1535 925 1,213
Xiantao"" 5.4869 575 1,031
Enshi"’ 4.0948 252 491
Qianjiang"" 1.9928 198 425
Nanyang' 1.2508 156 264
Jiujiang’ 0.8113 118 212
Zhengzhou™™  0.7422 157 262
Xiaogan"" 26.2352 3,518 1,736
Huanggang"™  26.0067 2,905 1,621
Jingzhou"' 12.2395 1,579 905
Ezhou"' 6.8330 1,391 1,065
Suizhou™" 5.7935 1,307 1,174
Yichang"' 5.5920 931 734
Shiyan"' 3.8053 672 416
Chongging"*  1.8785 576 270
Beijing®” 0.8908 414 275
Shenzhen™* 0.7387 417 319
Shanghai®* 0.7329 337 224
Nanchang' 0.7036 230 167
Guangzhou™  0.6845 346 281

!Cities close to Wuhan, WD < 700 km. *Cities far from Wuhan, WD > 700
km. *Municipalities and capital cities. "Cities in Hubei province.

effects on the increase of CCCs, which can be attributed to
the Chinese government’s control policy that restricted resi-
dents’ travel since January 25, 2020. Resident population and
GDP mainly reflect the development level and the intensity
of human activities. The epidemic is more serious in those
economically developed cities. WD characterizes the geo-
graphical distance between each city and Wuhan. However,
transportation is much more convenient than before, and
remote distance is no longer the main reason for preventing
population flow. Weather conditions (Rh and T2m) also
show impacts on the epidemic spread, which are not as
important as population migration because COVID-19 is
mainly spreading through people’s contact.

4.3.2. Advantages and Limitations. Previous studies on
COVID-19 mostly focused on temporal prediction but little
attention was paid to spatial prediction. And previous stud-
ies seldom combined machine learning algorithms and spa-
tial data for the spatial prediction of the epidemic. This study
explored the potential of machine learning algorithms in the
spatial prediction of COVID-19 and compared them with
PLSR and GWR. The results show that machine learning
algorithms and GWR worked well in the spatial prediction
of CCCs at the city level. Machine learning algorithms can
achieve the best results, and GWR can obtain good accuracy
with fewer independent variables, indicating the applicabil-
ity of machine learning algorithms and GWR in epidemic
prediction. It should be noted that all the models cannot
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FIGURE 5: Feature SHAP and importance. (a) SHAP values of every feature in each sample. The plot sorts feature by the sum of SHAP value
magnitudes over all samples, which can show the distribution of the impacts each feature has on the model output. The color represents the

feature value (red high, blue low). (b) Feature importance.

effectively predict CCCs in Wuhan, which has obviously neg-
ative effects on the overall prediction accuracy. For the other
cities, these algorithms performed well. Among all the
models, RF achieved the highest accuracy but required more
independent variables. With abundant spatial datasets, RF is
a good choice for the spatial prediction of CCCs. Compared
with RF, GWR had a relatively lower accuracy but required
fewer variables. If there are no abundant spatial datasets,
GWR could be considered for the spatial prediction of CCCs.

Reliable spatial distribution information of the con-
firmed cases is of great significance for epidemic prevention
and control. Due to the shortage of COVID-19 testers and
medical workers, some regions may not be able to collect
accurate and timely information of cases. With the case data
of other regions, spatial prediction can provide valuable esti-
mation of the confirmed cases in these regions.

There are also some limitations in this study:

(1) Limitation of datasets: due to the lack of datasets at
the county level, we conducted studies at the city
level. The relatively large spatial scale and small sam-

ple size at the city level may have some influence on
the modeling, such as overfitting.

(2) Not introducing time-dependent variables: the spa-

tial distribution of the epidemic is time-dependent,
but we only used nontime series models and did
not consider the time-dependent factors.

(3) Not using spatial-temporal models: many cities,

especially the remote small cities, do not have large
and direct people flow with Wuhan. The epidemic
may spread to these cities through other cities.
Population flow between cities can be represented
as a directed graph, and graph Convolutional Neu-
ral Networks can automatically learn the character-
istics of nodes and the associated information
between nodes. With the accurate movement tra-
jectory and location information of people, a
directed graph can be generated. Spatiotemporal
Graph Neural Networks can combine time-series
variables and spatial features to realize the spatio-
temporal prediction.



12

(4) Quantification of control measures on the epidemic:
since the outbreak of COVID-19, the Chinese gov-
ernment has taken a series of measures to control
the epidemic, such as the lockdown of Wuhan, traffic
control, closing factories, and stores, allocating epi-
demic prevention materials, strengthening antiepi-
demic publicity, and so on. These measures have
played a vital role in the epidemic prevention. How-
ever, we failed to find an effective way to quantify
these measures. If quantitative indicators could be
proposed to depict these control measures, the spa-
tial prediction of CCCs is expected to be improved.

At last, we shall acknowledge that there are uncertainties
during the spread of the epidemic. Quantitative models can
predict the cases to a great degree but cannot provide
extremely accurate estimations for all cities.

5. Conclusion

In this study, the spatial prediction of COVID-19 at the city
level in mainland China was conducted using three machine
learning algorithms, PLSR, and GWR with multisource spa-
tial variables. The machine learning and GWR models
achieved good performance (excluding Wuhan), but the
PLSR model achieved a poor performance. RF showed the
best accuracy with a CV-R? of 0.84. For the RF model, WP
was the most important feature and the other features also
made considerable contributions to the prediction accuracy.
Compared with RF, GWR showed a relatively lower accu-
racy with a CV-R* of 0.81, but it had the advantage of
requiring fewer independent variables.

All the spatial prediction used for the spatial prediction
of the epidemic can be timely obtained from the internet,
so the proposed idea and methods in this study can be con-
veniently applied. This paper provides a template for the
spatial prediction of the epidemic in the regions lacking
accurate epidemic statistics, which is valuable for the
decision-making of anti-COVID-19.

Data Availability

The Data used to find the study can be available from the

following  links:  https://github.com/CSSEGISandData/
COVID-19, http://www.nhc.gov.cn/, and http://qianxi
.baidu.com/.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

References

[1] R. D. Smith, “Responding to global infectious disease out-
breaks: lessons from SARS on the role of risk perception, com-
munication and management,” Social Science ¢ Medicine,
vol. 63, no. 12, pp. 3113-3123, 2006.

[2] L. Vaillant, G. la Ruche, A. Tarantola, P. Barboza, and epi-
demic intelligence team at InVS, “Epidemiology of fatal cases

(10]

(11]

(12]

(13]

(14]

(15]

(16]

(17]

(18]

(19]

[20]

(21]

Computational and Mathematical Methods in Medicine

associated with pandemic hinl influenza 2009,” Eurosurveil-
lance, vol. 14, no. 33, article 19309, 2009.

N. Imai, A. Cori, I. Dorigatti et al., Report 3: Transmissibility of
2019- nCoV, Imperial College London, 2020.

S.Riley, C. Fraser, C. A. Donnelly et al., “Transmission dynam-
ics of the etiological agent of sars in Hong Kong: impact of
public health interventions,” Science, vol. 300, no. 5627,
pp. 1961-1966, 2003.

J. Wang, K. Tang, K. Feng et al., “High temperature and high
humidity reduce the transmission of COVID-19,” https://
arxiv.org/abs/2003.05003.

S. Pawar, A. Stanam, M. Chaudhari, and D. Rayudu, “Effects of
temperature on COVID-19 transmission,” medRxiv, 2020.

H. Qi, S. Xiao, R. Shi et al., “COVID-19 transmission in main-
land China is associated with temperature and humidity: a
time-series analysis,” Science of the Total Environment,
vol. 728, article 138778, 2020.

N. Islam, S. Shabnam, and A. M. Erzurumluoglu, “Tempera-
ture, humidity, and wind speed are associated with lower
COVID-19 incidence,” medRxiv, 2020.

B. Chen, H. Liang, X. Yuan et al., “Roles of meteorological con-
ditions in COVID-19 transmission on a worldwide scale,”
MedRxiv, 2020.

M. M. Sajadi, P. Habibzadeh, A. Vintzileos, S. Shokouhi,
F. Miralles-Wilhelm, and A. Amoroso, “Temperature and lat-
itude analysis to predict potential spread and seasonality for
COVID-19,” 2020.

Z. Shi and Y. Fang, “Temporal relationship between outbound
traffic from Wuhan and the 2019 coronavirus disease
(COVID-19) incidence in china,” medRxiv, 2020.

Y. Qiu, X. Chen, and W. Shi, “Impacts of social and economic
factors on the transmission of coronavirus disease 2019
(COVID-19) in China,” Journal of Population Economics,
vol. 1, 2020.

J. Lu, “A new, simple projection model for COVID-19 pan-
demic,” medRxiv, 2020.

Q. Liu, Z. Liu, D. Li et al., “Assessing the tendency of 2019-
ncov (COVID-19) outbreak in China,” medRxiv, 2020.

E. De Brouwer, D. Raimondi, and Y. Moreau, “Modeling the
COVID-19 outbreaks and the effectiveness of the containment
measures adopted across countries,” medRxiv, 2020.

H. Sun, Y. Qiu, H. Yan, Y. Huang, Y. Zhu, and S. X. Chen,
“Tracking and predicting COVID-19 epidemic in China main-
land,” medRxiv, 2020.

C. Anastassopoulou, L. Russo, A. Tsakris, and C. Siettos,
“Data-based analysis, modelling and forecasting of the
COVID-19 outbreak,” PLoS One, vol. 15, no. 3, article
0230405, 2020.

C. Huang, Y. Chen, Y. Ma, and P. H. Kuo, “Multiple-input
deep convolutional neural network model for COVID-19 fore-
casting in China,” medRxiv, 2020.

P. Kumar, H. Kalita, S. Patairiya et al., “Forecasting the
dynamics of COVID-19 pandemic in top 15 countries in April
2020: Arima model with machine learning approach,”
medRxiv..

M. Wang, A. Jiang, L. Gong et al,, “Temperature significant
change COVID-19 transmissionin 429 cities,” medRxiv, 2020.
C. Lowen and J. Steel, “Roles of humidity and temperature in
shaping influenza seasonality,” Journal of Virology, vol. 88,
no. 14, pp. 7692-7695, 2014.


https://github.com/CSSEGISandData/COVID-19
https://github.com/CSSEGISandData/COVID-19
http://www.nhc.gov.cn/
http://qianxi.baidu.com/
http://qianxi.baidu.com/
https://arxiv.org/abs/2003.05003
https://arxiv.org/abs/2003.05003

Computational and Mathematical Methods in Medicine

[22] Z. Wuand]. M. McGoogan, “Characteristics of and important
lessons from the coronavirus disease 2019 (COVID-19) out-
break in China,” JAMA, vol. 323, no. 13, pp. 1239-1242, 2020.

[23] National Health Protection Committee, Novel Coronavirus
Pneumonia Diagnosis and Treatment Plan (Trial Seventh Edi-
tion), 2020.

[24] H. Chen, B. Yang, H. Pei, and J. Liu, “Next generation technol-
ogy for epidemic prevention and control: data-driven contact
tracking,” IEEE Access, vol. 7, pp. 2633-2642, 2018.

[25] H. Chen, B. Yang, and J. Liu, “Partially observable reinforce-
ment learning for sustainable active surveillance,” in Knowl-
edge Science, Engineering and Management, pp. 425-437,
Springer, 2018.

[26] M. Wang, H. Chen, B. Yang et al., “Toward an optimal kernel
extreme learning machine using a chaotic moth-flame optimi-
zation strategy with applications in medical diagnoses,” Neu-
rocomputing, vol. 267, pp. 69-84, 2017.

[27] L. Shen, H. Chen, Z. Yu et al, “Evolving support vector
machines using fruit fly optimization for medical data classifi-
cation,” Knowledge-Based Systems, vol. 96, pp. 61-75, 2016.

[28] L. Breiman, “Random forests,” Machine Learning, vol. 45,
no. 1, pp. 5-32, 2001.

[29] J. H. Friedman, “Greedy function approximation: a gradient
boosting machine,” Annals of Statistics, pp. 1189-1232, 2001.

[30] N. Cristianini and J. Shawe-Taylor, An Introduction to Support
Vector Machines and Other Kernel-Based Learning Methods,
Cambridge University Press, 2000.

[31] V. Vapnik, The Nature of Statistical Learning Theory, Springer
Science & Business Media, 2013.

[32] H. Takeda, S. Farsiu, and P. Milanfar, “Kernel regression for
image processing and reconstruction,” IEEE Transactions on
Image Processing, vol. 16, no. 2, pp. 349-366, 2007.

[33] R. D. Tobias, “An introduction to partial least squares regres-
sion,” in Proceedings of the twentieth annual SAS users group
international conference, vol. 20, 1995.

[34] T.-S.Xu, T.Xu, Y.-B. Lan, W. F. Wu, H. H. Zhang, and H. Zhu,
“Study on a method for fast selecting feature wavelengths from
the spectral information of crop nitrogen,” Spectroscopy and
Spectral Analysis, vol. 32, no. 8, pp. 2185-2189, 2012.

[35] W.R. Tobler, “A computer movie simulating urban growth in
the Detroit region,” Economic Geography, vol. 46, pp. 234-240,
1970.

[36] S. Fotheringham, C. Brunsdon, and M. Charlton, Geographi-
cally Weighted Regression: The Analysis of Spatially Varying
Relationships, John Wiley & Sons, 2003.

[37] S. Fotheringham, M. E. Charlton, and C. Brunsdon, “Geo-
graphically weighted regression: a natural evolution of the
expansion method for spatial data analysis,” Environment
and Planning A, vol. 30, no. 11, pp. 1905-1927, 1998.

[38] H. Akaike, “Information theory and an extension of the max-
imum likelihood principle,” in Selected Papers of Hirotugu
Akaike, pp. 199-213, Springer, 1998.

[39] H. Akaike, “Likelihood of a model and information criteria,”
Journal of Econometrics, vol. 16, no. 1, pp. 3-14, 1981.

[40] S. M. Lundberg and S. Lee, “A unified approach to interpreting
model predictions,” in Proceedings of the 31st international con-
ference on neural information processing system, pp. 4765-4774,
2017.

[41] S. M. Lundberg, G. Erion, H. Chen et al., “From local explana-
tions to global understanding with explainable AI for trees,”
Nature Machine Intelligence, vol. 2, no. 1, pp. 56-67, 2020.

13



	Spatial Prediction of COVID-19 in China Based on Machine Learning Algorithms and Geographically Weighted Regression
	1. Introduction
	2. Materials
	2.1. Disease Data
	2.2. Spatial Dataset

	3. Method
	3.1. Spatial Independent Variables
	3.2. Models
	3.2.1. Random Forest (RF)
	3.2.2. Gradient Boosting Decision Tree (GBDT)
	3.2.3. Support Vector Machine (SVM)
	3.2.4. Partial Least Squares Regression (PLSR)
	3.2.5. Geographically Weighted Regression (GWR)

	3.3. Model Training and Validation

	4. Results and Discussion
	4.1. Model Performance
	4.2. Prediction Error Analysis
	4.2.1. RF
	4.2.2. GWR

	4.3. Discussion
	4.3.1. Feature Importance Analysis
	4.3.2. Advantages and Limitations


	5. Conclusion
	Data Availability
	Conflicts of Interest

