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As online shopping has expanded, product recommendations on e-commerce websites have gained significance. Systems for
recommending products use information about site navigation and user leave-over to suggest more products. Customers who
use a product recommendation system choose better and find items more quickly. On e-commerce websites, collaborative and
content-based filtering is used in product suggestion algorithms. Collaborative filtering is driven by user preference similarity
and content-based filtering. While content-based filtering groups are related to products, collaboration groups are like-minded
individuals. In collaborative filtering, users with similar user profiles are used during the proposal phase; in content-based
filtering, users with similar product profiles are found and recommended. These techniques cannot deliver complex
commodities and have slow start-up times and small element sets. Users can push the same product if they only like certain
things, but they cannot recommend a new product or user who just joined the system because they are not a group member.
These approaches cannot capture complex semantic relationships, making them inadequate for recommending complex
products. Recent research has focused on incorporating the domain ontology into the proposition process to create a more
precise and helpful suggestion. The relational qualities of the product are not covered in this study, only its category and
features are. Actually, the ontology of the proposed product should be included in the suggestion system. Relational data is
integrated into the recommendation engine in this study using domain ontologies. This was done to research books that
people had recommended. Relational data from an online bookseller was used to test the proposed infrastructure.

1. Introduction

Electronic commerce is becoming more and more popular
as a result of how simple transactions are. Still, the sheer
number of products available on e-commerce websites
makes it challenging for customers to find what they are
looking for quickly. While browsing websites or viewing
potentially interesting products, suggestion systems assist
users in making decisions. [1] Recommendation systems
use user data to present customers with goods that might
be of interest. Both Pandora and Amazon use recommenda-
tion engines. Competition has spawned a variety of strate-
gies to boost the success of these sites’ user suggestions as
a result of the rapid growth of electronic commerce websites.
Systems that recommend products use CF and CBF (con-
tent-based filtering) [2].

User preferences determine collaborative filtering (CF).
Users are grouped based on features they share or like, and
the group most closely matches the user profile for the sug-
gested user is chosen. CF experiences issue with sparsity and
cold starts [3]. Because no one has previously liked it, new
content (product) added to the system will not be recom-
mended to users. Users can show their preferences by visit-
ing the page, buying the content, or casting votes. A new
user without a preference cannot be recommended because
CF is based on user preferences. If only a few user-favored
contents exist, the same content will always be suggested
[4]. In CBF, contents (products) are categorised into groups
based on their unique traits. The group most closely resem-
bles a user profile that represents the user is identified and a
recommendation is made. A user’s profile is created based
on the content that has been bought, liked, or visited. The


https://orcid.org/0000-0003-2214-1982
https://orcid.org/0000-0003-3508-9175
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/1591044

variety and complexity of CBF’s products are both limited.
Non-CBF content cannot be recommended to users [5].
Another issue is the CBF’s inability to suggest complicated
products. CBF is unable to record product semantics. The
film’s director or the course’s student is ignored if a product
is only represented by its attributes [6].

Hybrid studies combine the two to fix their shortcom-
ings. Both can be combined using various techniques. The
results can be weighted or some CBF features can be incor-
porated into the IP method. Both methods can be used inde-
pendently [7].

Current research suggests more accurate products using
ontologies to solve CF and CBF problems. Ontology is a
conceptualization, according to Gruber [8]. Examples, rela-
tionships between concepts and ontologies are all included.
Utilizing ontologies allows you to take advantage of the deep
semantic qualities of objects and improves your chances of
successfully proposing complex objects [9].

L.1. Purpose of the Work. A homogeneous structure is pre-
sumed in many studies of ontology-based product proposi-
tions. Ontologies were treated as a single class in these
studies, and/or complex class attributes were disregarded.

Since these class components also influence user prefer-
ences, ontologies should include other classes to which the
proposed class is related. There are two factors to consider
when predicting a product’s success: the product itself and
the company’s reputation. An additional feature of this type
of data set is the possibility of a variable number of linked
objects for each product and a multivalue property. In
Figure 1, we see domain ontology. There will be proposed
objects for Class C1. Class C1 is the “target class,” related
to class C2, and has characteristics Al and A2.

Class C2 has its characteristics and is a subclass of class
C1 as a result (A3 and A4). A book recommendation system
may assign C1 to the book class, A1 and A2 book classes’
subject and publication year requirements, and C2 to the
author class, awards A3 and A4 authors have won, and age
requirements.

This study creates a new relational, semantic, and
ontology-based suggestion system infrastructure. The study
starts by using coefficients to weigh the attributes of the
proposed products and related products. Attribute coeffi-
cients were calculated using a CF-based method and a
genetic algorithm. The proposed infrastructure is in 5
stages. First, user sessions are created from the website’s
access logs. Visited products are included in user sessions.
Second, subclass attributes are added to the list of product
attributes. Next, attributes are weighted by genetic algo-
rithms. In the fourth stage, third-stage coeflicients are used
to aggregate the attributes of e-commerce websites to con-
dense the search space. A proposal is the last step. Products
from the cluster that is most near the last item the user
viewed are recommended to them. A web bookstore was
used to develop and test a relational and semantic sugges-
tion model based on ontologies. Other products can use
the infrastructure.

Product recommendation systems make wuse of
ontology-based studies. Most of these studies map user-
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FIGURE 1: Abstract domain ontology.

visited web pages to ontology class objects, transform the
user’s web page sequence into an operation sequence of
ontological objects, and apply data mining methods to the
resulting sequence of operations. Many studies have treated
ontology as a single-class data structure, ignoring its rela-
tional structure.

An ontology-based web page is described by Dai and
Mobasher [10]. The engine aggregated web page sessions
into a single object after converting them to ontology
objects. For each attribute, join functions are assumed. Each
object has a coefficient in aggregation functions that com-
bine session objects into one. In sessions, coefficients were
used as page visits. Clustering occurs following the merge
process for each session. A merge function object repre-
sented the proposed active session, and the cluster center
closest to this object was determined. The proposal’s imple-
mentation in the study is unclear.

2. Methodology

Recommended model: the model proposed in this study con-
sists of 5 basic operations: session identification, session exten-
sion, determining coeflicients, clustering, and suggesting.

2.1. Session Identification. Session information can be found
in cookies, proxy servers, application interaction data, or
web server access logs [11]. Logs from a server’s website
are routinely mined for information about user sessions
when more reliable sources are unavailable. Web server
access logs contain information such as date, time, client
IP address, browser version, accessed page URL, and request
status. In web server access log analysis programmes like
LogParser [12], the necessary fields are filtered to combine
these records. Some access log entries are ineligible for use
as session IDs. These records can be specified as

(i) Requests with status codes other than 200. These
requests resulted in an error

(ii) Multimedia file requests such as image files. The
URL field of these requests does not correspond to
a web page

(iii) Spiders created records. Whether or not a record
was created by the spider can be determined from
the client browser version

The records, as mentioned earlier, which will not be used
in session determination, are cleared from the access log. A
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FIGURE 2: Projecting web pages to ontology individuals.

page set “P” containing a list of all requests and a total of m
different pages found in these requests is obtained.

P=(pypy s Pp) - (1)

Unique users are detected to identify sessions. Unique
users are determined by assuming a user will have the same
IP and client browser version. A session starts with the first
request by the user and ends after a certain period of inactiv-
ity. This time is 20 minutes for most web servers. Sessions
are determined from the access information and take into
account individual user information and inactivity time. At
the end of this stage, a session set S consisting of web pages
is obtained. The n-dimensional Si session in the S cluster is
specified in (2).

S, = <p'1,p'2, --~..,p'n> suchthatp] e P,soand1<k<n---.
(2)

Each web page assumes a single product, so common
pages with multiple products are ignored. In order to reflect
the web pages on the ontology, the ontology of the product
on the pages should be learned first.

Ontology can be learned with natural language process-
ing techniques or an ontology with the same content that
has been created and accepted before can be used. The
ontology used in this study was created manually because
it has been stated in previous studies that it is more conve-
nient to create the ontology manually for small and static
websites [10]. Usable information about the product on each
web page in the P cluster is obtained with manually devel-
oped or available information extraction tools [13]. Individ-
uals belonging to the ontology are created with this
information. The available information here is the attributes
of the classes in ontology. The projection of web pages to
objects belonging to classes in ontology is shown in Figure 2.

After the objects belonging to the class in the ontology
are determined, the example session in (2) is converted to
contain the objects belonging to the classes in the ontology
to which these pages are reflected, instead of Si web pages.
“O” is represented by the n-element Si session (3), with the
set of objects of class CI.

In the proposal stage, since information about which
page is reflected on which object is required, a table record-

Gene
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FIGURE 3: Protecting web pages for ontology medical image with
security applications.

ing the pages and the objects they are reflected in is created
at this stage.

2.2. Determining Coefficients. In the similarity calculations,
the attributes belonging to the classes are weighted by
assigning coefficients. Two different methods were used to
determine the coeflicients: both a CF-based and a GA-
based approach. Due to the fact that the coefficients in both
approaches ranged from 0.0 to 1.0, neither the distance nor
the similarity could be more than 1.0. Coefficients are used
to minimise the impact of less important features on similar-
ity computations by giving them values near to zero.

2.2.1. Genetic Algorithm-Based Method. One of the methods
used in the weighting of the attributes is the genetic
algorithm-based method. Each gene in this study is an attri-
bute that needs to be assigned a coefficient, and since each
chromosome contains as many genes as the number of attri-
butes, it is a solution to the problem of assigning optimum
values to attributes. Chromosomes are obtained by generat-
ing populations of randomly assigned genes. Random values
assigned to genes range from 0.0 to 1.0. This method aims to
assign a high coeflicient value to the attributes that are
important for the user to make a choice. An example of
gene, chromosome, and population is given in Figure 3.
The fitness value of chromosomes is the ratio of the num-
ber of successful suggestions to the total number of sugges-
tions by using the genes in the chromosome as coefficients.
In Figure 3, protect patients’ privacy, it is essential to give
the supplied medical images protection. Encryption and
watermarking are necessary for secure transmission to main-
tain data integrity and confidentiality. Enhancing cryptogra-
phy requires the use of encrypted data. The chromosomes
undergo additional crossings, such as j and (p + 1 — j), which
can endure various attacks for a long time. The proposed
method is based on number theory and the Chinese remain-
der theorem. This technique delivers a high level of security
and long-lasting resistance to numerous threats.
Todetermine which chromosomes to cross (Selection) [14]:

(i) All chromosomes are ordered according to their fit-
ness values

(i) i and (i+ 1) Crossover is applied as long as i < (P/
2) + 1 between the chromosomes. P is the number
of chromosomes in the population

(iii) Other crosses j. and (p+1—j) applied to the
chromosomes
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Parent chromosomes

[08 ] 04 | o6 [ o7

[ 02 | 04 | 02 [ 05

Next generation chromosomes

FiGure 5: Crossover and mutation.

Thus, half of the crossovers occur with the chromosomes
with the highest fitness value. The other half of the crossovers
is performed between the chromosomes with the highest fit-
ness value and those with the lowest fitness value. In these
crosses, since the fitness value of one parent is higher than
the other, the fitness value of the next generation chromo-
some is expected to be higher than that of at least one parent.

The crossovers were performed not in the form of gene
exchange in classical genetic algorithms but combined with
some kind of mutation by taking the arithmetic average of
the parents. The arithmetic mean of the genes in the parents

is assigned to the son genes in the same order. Thus, the
genes in the new generation chromosomes are formed
between 0.0 and 1.0. The crossover ratio was taken as 1.0
and all chromosomes were crossed over. The flowchart of
the method of determining the coefficients by crossing an
n-dimensional population by K is given in Figure 4 and an
example of crossover and mutation are given in Figure 5.

2.3. Session Extension. In Section 2.1, sessions are obtained
to consist of objects of the class in ontology. Some of the
attributes of this class may also be a class with its own
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attributes. We will call such classes’ subclasses. Subclasses
have their own attributes and are attributes of another class.
In the sessions obtained in Section 2.1, these subclasses are
represented only as an attribute with names. In the session
extension phase, the domain ontology and ontological
objects belonging to these subclasses are created and the
sessions are extended to include both the target class object
and the subclass object. At this stage, the ontology was cre-
ated manually and the objects belonging to the class in
ontology were obtained with information extraction tools
as indicated in Figure 3. The sample session Si formed at
the end of this stage is given in (4). ‘SO’ is the set of objects
belonging to the C2 class specified in Figure 5. The main
point here is that the session given in (3) consists of objects
belonging to class C1 only, while the session given in (4)
consists of both objects belonging to class C1 and objects
belonging to class C2. In a real dataset, class Cl1 may
oppose the book class and class C2 may oppose the author
class. For sessions consisting of this dataset, (3) only has
objects of the book class, while (4) has objects of both the
book class and the author class. While in (3) the author is
only a noun, in (4) it is a subclass with its own characteris-
tics (age, awards, etc.).

In this study, the number of crossovers was repeated at a
predetermined number (K), but the crossover could be
repeated until a fitness threshold value was reached. Results
were produced for different values of N (number of chromo-
somes in the population). As a result, the genes in the chro-
mosome with the highest fitness value were taken as the
coeflicients of the attributes.

2.3.1. Collaborative Filtering-Based Method. Users’ naviga-
tion on electronic commerce websites varies with the charac-
teristics of the product class [15]. For example, for a site that
trades books, some users browse only by paying attention to
the subject of the book, or because some users may only be
interested in new books, they only visit the pages on the site
with the content of new books. The purpose of the CF-based
method is to find out for which attributes users prefer a
product and to identify these attributes as important attri-
butes and others as unimportant ones.

After the insignificant features are determined, a coefhi-
cient lower than 1.0 is assigned to these features, reducing
their effect in the similarity calculation; coefficients are not
assigned to important attributes, leaving 1.0. To identify
important and unimportant attributes

(i) A vector is generated for each attribute of the
objects in the sessions

(ii) A purity function is used to find the purity in vec-
tors. Purity is the determination of how different
or how similar the elements in the vector are. If all
the elements in the vector are the same, the purity
is maximum; if they are all different, then purity is
minimal. The purity function used in this study
compares all the elements in the vector with each
other and takes the ratio of the number of element
pairs determined to be the same as a result of these

comparisons to the total number of comparisons as
the purity value

(iii) A session set of randomly generated sessions is
obtained. The content of these sessions is randomly
selected from the members of the sessions in the
session set obtained in Section 2.1. The sizes of the
sessions in this randomly generated session set are
the same as the sizes of the sessions in the session
set obtained in Section 2.1. For example, if there
are a total of N sessions of size K in Section 2.1, N
sessions of size K will also be created in the ran-
domly generated session set. Thus, two different ses-
sion sets are obtained; the session set obtained from
the web server access log in Section 2.1 and the ran-
domly generated session set

(iv) For each attribute of the classes in the ontology, the
average purity value (APV) of the sessions in both
the session set obtained from the access log and
the randomly generated session set is calculated.
The coefficient of the attributes in the class is deter-
mined using the APVs as shown in

Rati X
atio= —
Y
X = APV of sessions generated from access log files.
Y = APV of randomly generated sessions
K = A predetermined threshold value.
Coefficient = 1 If ratio > K

If ratio < K

(3)

= Maximum (Ratio, 0.9)

How much an attribute affects the user’s preference is
determined by the ratio value in (2.9). If it is less than the
threshold value, this attribute is considered unimportant,
and the ratio value is determined as the coefficient is taken.
If this value is between 0.9 and the threshold value (K), the
coefficient will be taken as 0.9.

2.4. Clustering and Similarity Calculations. The normalized
database system is very similar to the structure produced
in Section 2.2. A relational database schema is an ontology
[10] because it comprises numerous tables linked semanti-
cally and through foreign keys. Therefore, relational data-
base methods are suitable for the structure obtained in
Section 2.2.

The first problem of this structure is to determine how to
handle subclasses and their attributes when measuring sim-
ilarity or distance. In this study, 2 different similarity calcu-
lations using cosine similarity and 3 different Euclidean
distance calculations were implemented.

First cosine similarity (CS) was computed using only
target-class attributes as input. Both the target class and
the subclass properties were used in the second cosine sim-
ilarity computation. For example, in the calculation of book
similarity, the attributes of the author class were also taken



as input. This calculation is called “Extended Cosine Simi-
larity” (ECS).

The only ones used in the first Euclidean distance (ED)
computation were attributes unique to the target class. Attri-
butes of the subclass were also used as input in the second
and third Euclidean distance calculations. For this reason,
objects belonging to the subclass are obtained in Section
2.2. The difference of the second and third Euclidean dis-
tance calculations of the second; the third is to calculate
the distance. The second calculation in this study is
“Extended Euclidean Distance-1” (EED-1); the third calcula-
tion is called “Extended Euclidean Distance-2” (EED-2).
Since all attributes are normalized, distance values vary
between 0.0 and 1.0. So the distance between O, and O,
objects can convert to similarity as follows:

Similarity (O,, O,) = 1 — Distance(O,, O,). (4)

Another problem in relational structures is multivalued
attributes. Some attributes of classes can be multivalued.
For example, a movie has more than one actor. Generally,
concatenation functions that reduce multivalued attributes
to a single value are used to solve this problem [16]. The
CS, ECS (extended cosine similarity), SS, GS-1, and GS-2
methods used in this study have been developed to work
on multivalued attributes. These methods consider the
similarity between the multivalued attributes of two objects
as the ratio of the number of elements at the intersection
of the respective attribute value sets of the objects to the
number of elements in their union. For O, and O, objects,
f (O,), and the number of elements belonging to the value
set of a multivalued attribute of the O, object, the similar-
ity of the related attributes of these objects is calculated.
The similarity calculation for numeric multivalued attri-
butes is achieved by finding the similarity of each value
in the value set of the O, object with each value in the
value set of the O, object and calculating the arithmetic
mean of these. Since the similarity calculation method is
adapted to calculate multivalued features, traditional
distance-based clustering techniques such as K-means
can be used on data. It is aimed to narrow the search
space with clustering. In the similarity calculations at the
clustering stage, the attributes were weighted by assigning
coefficients. The determination of the coefficients is
explained in Section 2.3.

2.5. Making Suggestions. At the suggestion stage, the last vis-
ited page by the active user is taken into account and the
object of this page reflected in the domain ontology is deter-
mined. In the next step, the nearest cluster center is deter-
mined by calculating the distance of this object to the
cluster centers and the distance to the objects in the nearest
cluster are calculated. The web pages corresponding to the N
objects in the cluster closest to the object in the active session
are presented to the user as suggestions. Which web page is
reflected on which object is determined and recorded in Sec-
tion 2.1. These processes are visualized in Figure 6.
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3. Results

3.1. Implementation of the Product Recommendation System.
The website’s ontology for the product (book) was created
manually. There are two classes in the created book ontol-
ogy: book and author. Publisher class is not included in the
ontology since the publisher is the same for all books. The
book class is the target class whose objects will be suggested.
On the other hand, the author class is a subclass because it is
both a class with its own attributes and an attribute of the
target class. The characteristics of the book class specified
as follows:

(i) Area: a double-precision floating-point number
type attribute that represents the book's physical
dimensions; corresponds to the product of the
width and height of the book

(ii) Publication Year: it is an integer type attribute that
indicates the last publication year of the book

(iii) Binding Type: a Boolean attribute that indicates
whether the book is bound or paperback

(iv) Price: a double-precision floating-point number
type attribute specifies the book's price

(v) Quality: a double-precision floating-point number
type attribute that specifies the book's paper qual-
ity, 1.00 for coated paper; 0.66 for 1st pulp paper.
It is accepted as 0.33 for the 2nd pulp paper and
as 0.00 for the 3rd pulp paper

(vi) Category: it is a string-type attribute that specifies
the book's subject.

(vii) Author: it is a class variable that specifies the
book's author

(viii) New Publication: a Boolean data type attribute
indicates whether the book was published in 2020
or not

The attributes of the author class are specified and
explained below:

(i) Date of Birth: an integer type attribute that specifies
the date of birth of the author. To avoid outliers, the
minimum value of 1900 was accepted, and the value
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of this attribute was taken as 1900 for authors with a
birth date before 1900

(ii) Number of Books: it is an integer type variable that
indicates the number of books published by the
author from Yap: Kredi Publications

(iii) Categories: it is a string type variable that consists of
the categories of the books written by the author
before

After defining the domain ontology, the website’s prod-
ucts are added. These products” web page information was
extracted using software. Information extraction tools are
implemented in C# to display the web page’s source code
and extract necessary information using regular expressions.
Regular expressions have been the best method for years [17,
18]. Product information was obtained by defining a repeat-
ing regular expression in the web pages’ source code.

First, the Yap1 Kredi Publications website was searched
for author and book class information. We have tried to
get information from Kibo’s website. The missing informa-
tion was gathered from other sources. 2222 books and 925
authors’ objects were defined.

CS, ECS, ED (Euclidean distance), DS-1, and DS-2 were
used to determine the distances between the defined book
objects. Section 3.3.1 contains test results and clustering
details. Section 3.3.2 explains the successful coefficient
assignment methods.

Calculating coefficients uses ontology-based sessions.
The LogParser programme combined web server access log
files and removed extraneous records to identify sessions.
The session did not include a multiproduct page. IP address
and client browser version were used to detect single users,
and 20 minutes of inactivity was used to identify sessions.
Only more than one size sessions were considered to evalu-
ate the proposed system’s effectiveness. The 55-day logs con-
tained 4317 sessions, 2791 of which were repeated. Multiple-
size sessions average 3.18. Sessions begin with web pages
because the objects on them are preobtained. Sessions con-
sist of the products on these pages, not web pages. Sessions
were created using book class objects. Next, book and author
class objects are added to the sessions.

TaBLE 1: First- and second-order Markov chain success rate.

Recommended First-order Markov ~ Second-order Markov
number of books chain success rate chain success rate

1 14.50% 12%

3 36% 32%

3.2. Evaluation Criteria. The proportion of implemented
suggestions as a percentage of total suggestions was accepted
as the metric necessary to assess the effectiveness of the sys-
tem. Success was defined as the discovery of the suggested
product during the session, so suggestions were imple-
mented with this in mind.

3.3. Performance Tests

3.3.1. Similarity Calculation Methods Tests. The success
results of the ontology-based relational product recommenda-
tion system were compared with the success results of an alter-
native approach using the Markov chain model. This model
was chosen for comparison because it has been demonstrated
in numerous studies [19] that it is successful in reccommending
products. The Markov chain model is a recommendation algo-
rithm based on the similarity of user movements recorded in
web server access logs. First-order and second-order Markov
chain models were applied in this study. In the first-order Mar-
kov chain model, the last product visited determines the prod-
uct the user will visit in the following step: in the second-order
Markov chain model, it determines the last two visited prod-
ucts. A product’s likelihood of being visited after purchase is
calculated using data from the web server access log. The rates
at which users can switch to a product’s web page after viewing
the O, product’s web page, for instance, are shown in Figure 7.
In this instance, Ox is suggested if only one product should be
recommended to the user visiting the O, product.

The Markov model performance was achieved with a 10-
fold cross-validation model. The 2790 sessions obtained in Sec-
tion 3.1 are divided into 10 session clusters, each containing 279
sessions. Each time, 9 sets of learning sets and 1 set of test sets
were used, and 10 different tests were carried out. The average
success of the 10 tests according to the recommended number
of books is given in Table 1. The standard deviation of the
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success results of the tests is 2.34 in the 1 book recommendation
test and 3.12 in the 3-book recommendation test.

The performance of the second-order Markov model was
also tested with the 10-fold cross-validation model. 1240 ses-
sions with a size of more than 2 were divided into 10 different
clusters, each containing 124 sessions, and 10 different tests
were performed by taking 9 learning clusters and 1 test cluster.
The success results of the tests are given in Table 1. The stan-
dard deviation of the success results of the tests is 2.91 for 1 book
recommendation and 4.02 for 3 book recommendation.

Second-order Markov chain models are 15% less successful
than first-order models. High-order Markov models exponen-
tially increase state space and require a large data set, leading to
poor recommendation performance [20]. High-order Markov
model is not good for fast web page recommendations.

Section 2.4 describes the ontology-based relational prod-
uct recommendation system’s CS, OA, GA, PP-1, and PP-2
methods. ECS is a cosine similarity method that uses target
and subclass attributes. EED-1 and EED-2 are Euclidean
distance-based methods that accept target and subclass attri-
butes. CS and AU only use book class attributes (author,
price, publication year, category, new edition, and field).
ECS, EED-1, and DSS-2 used book and author characteris-
tics (age, number of books, and book topics).

The author class’s multivalued categories attribute similar-
ity was calculated according to (4.10). The categorical similarity
of the book class is 1.0 for the same category, 0.5 for the same
category group, and 0.0 for different category groups. In CS
and ED similarity, the author attribute is a character string,
and similarity is 1.0 for the same authors and 0.0 for different
authors. ECS, EED-1, and EED-2 have class author attributes.

The ED, DS-1, and SS-2 methods were compared using CS
and OA. Since the first test only compared the success of these
methods, similarity coefficients and clustering were not per-
formed. The most similar books to the first book in the session
were suggested. In this test, a learning set of sessions or books is
not needed because similarity coefficients are not weighted.
Methods were tested for all sessions (2791). Figure 7 shows tests
without clustering and attribute weighting.

As seen in the test results, including the characteristics of
the subclass in the similarity calculation increased the success.
For example, CS’s success in the 3 book recommendation test

was 17% when it only used the attributes of the book class, while
it was 26% when it used the attributes of both the book and the
author class. The success rate in the AU method is 34%, increas-
ing to 44%. There are 2.4 books per author in the dataset. For
this reason, since only the name of the author cannot be a good
distinguishing feature for books, using the attributes of the
author class has increased the success.

In the second test, the books were clustered and after the
closest cluster to the first object in the session was determined,
the closest objects in this cluster were suggested. Since similarity
calculations are performed with the extended forms of tradi-
tional methods (cosine similarity and Euclidean distance) to
operate on relational data, no tool was used for similarity calcu-
lation. Similarity calculations were made with a programme
implemented in C# and a similarity matrix was created. Clus-
tering is implemented with the cluster bundling method in
the CLUTO software tool [21], which accepts the similarity
matrix of the objects to be clustered as input. Clustering was
carried out using the stacked hierarchical method with the
“agglo” key of the cluster method.

The stacked hierarchical clustering method consists of
the following steps:

(i) Each object is considered as a separate set, denoted
by G1, G2, ---, Gn, and the similarity matrix of these
objects is calculated

(ii) Number of n clusters in the similarity matrix, i=1,
2, nj=1,2,-,nandi#j

Two clusters with at least D (G; and Gj) distance are
determined and a new cluster is formed by combining these
two clusters.

(i) The similarity matrix is updated considering the
newly formed clusters

(ii) The above steps are repeated until a single cluster is
obtained (until the root of the dendrogram is
reached)

The achievement test results for the case where the num-
ber of clusters is 5 are given in Figure 8. Achievement test
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FIGURE 9: Chromosome count and crossover repeat count in the population.

results for the case where it is 10 are given in Figure 9. Since
the qualifications were not weighted in these tests, there was
no need for a learning set, and the tests were performed on
all sessions.

After the books are clustered first, the closest cluster is
determined. In the case where the closest books are recom-
mended, for 5 clusters, success decreased by about 28%,
search space shrunk by 63%. For 10 clusters, the success
decreased by about 40% and the search space was reduced
by 71%.

Similarity calculations can be performed offline based on
sessions’ last visited web page. In this case, narrowing the
search space may not be important, but when the last N
products in the sessions are reduced to a single product with
the aggregation function, online similarity calculations will
be more important. Clustering the products can narrow
the search space because the decrease in success rate is less
than the shrinkage rate of the search space. Since the test
data set’s search space is small, clustering was not performed
in 3.3.2s feature weighting tests.

3.3.2. Attribute Weighting Tests. GA and CF weighted attri-
butes differently. In weighting attributes with GA, a popula-
tion of 11 genes (7 for book class attributes and 4 for author
class attributes) was created. Crossovers and mutations
increase the fitness of the population’s chromosomes. Fit-
ness value is the recommendation success rate based on
chromosome genes.

The CF-based method creates a random session set with
the same dimensions as the web server access log. 1542 ses-
sions with a size of 2 are randomly generated in the newly
created session set when we obtain the sessions from the
web server access log as explained in Section 2.1. Randomly
created sessions are made from access log sessions. Section
2.3’s APV was calculated for both session sets (obtained ran-
domly from the access log). K in (4.9) was experimentally
determined as 1.20 when determining attribute coefficients.
An attribute is considered important if it affects the user’s
product choice by 20%. Table 2 shows success rates by K
value (threshold). Both methods were cross-validated 10
times. 2790 sessions were divided into 10 session sets,
including 279 sessions. Nine session sets were used as learn-
ing sets, and 1 session set was used to test the coefficients.
Table 3 shows the GS-1 weighting test results. Success ranges
from 44% with CI to 62% with CF. Success was increased by
removing unimportant user preferences from the similarity

TaBLE 2: CF-based attribute weighting achievements according to
K value.

K value Success rate
1.1 49%
1.2 58%
1.3 51%
14 50%

TaBLE 3: Achievements of attribute weighting methods in GS-1
method.

Methods
i\ilclglnblf;eifdzgom First-order Without CF
Markov chain  weighting  based
1 14.50% 17% 25% 27%
3 36% 44% 58% 62%

calculation. In GA, the standard deviation of test success is
1.08 for the 1-book and 1.39 for the 3-book tests; in CF, it
is 1.37 for the 1-book and 3.87 for the 3-book tests. In GA,
the variance of test success is 1.16 for 1 book and 1.93 for
3 books; in CF, it is 1.87 for 1 book and 14.97 for 3 books.

The Mann-Whitney U test can determine the statistical
significance of two groups whose elements are not matched
and do not show normal distribution [22]. For this reason,
the Mann-Whitney U test was used to determine the statis-
tical significance of the success of the proposed model com-
pared to the success of the Markov chain model. It has been
determined that the success of the proposed system, in
which the GAU-1 method and the GA method are used,
shows a significant difference at p < 0.005 significance level
compared to the success of the Markov chain model and sig-
nificantly increases the success. (p = 0.0002).

The crossover ratio was taken as 1.0 in the weighting of
the features with GA, and all chromosomes were crossed
and obtain the next generation chromosomes. Different suc-
cess rates have been obtained using various population sizes
and various crossover repetitions. The effect of the number
of crosses and the number of chromosomes in the popula-
tion on success is given in Figure 9.

The second GS-1 test recommended a product based on
the user’s last two visits. This test suggested products at the
intersection of the user’s last and penultimate visits. If the
number of products at the cluster intersection is less than
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TaBLE 4: Achievements of GS-1 and attribute weighting methods
-2,

Methods
ig:;ﬁf;eig;g()ks Second-order Without ~ CF GA
Markov chain ~ weighting based
12.30% 16% 22%  23%
3 31.80% 42% 52% 55%

TaBLE 5: Achievements of attribute weighting methods in ECS
method.

Suggested Methods

Number of books Without weighting CF based GA
1 0.07 0.15 0.17
3 0.17 0.35 0.39

the number to recommend, the last visited product’s recom-
mendation set suggests similar products.

The success of this test was realized by using a 10-fold
cross validation model by dividing 1240 sessions with a size
larger than 2 into 10 clusters. Test results are given in
Table 4. In the achievement test of the CF-based method,
the standard deviation was 2.09 in the 1 book recommenda-
tion and 4.77 in the 3-book recommendation. In the
achievement test of the GA-based method, the standard
deviation is 1.75 for 1 book recommendation and 2.43 for
3 book recommendation. It has been determined by
Mann-Whitney U test that the success of the proposed sys-
tem according to the last two products is significant at the
p <0.005 significance level compared to the success of the
second-order Markov chain model and significantly
increases the success. (p =0.003).

In the case of assigning coeficients to the attributes in
the ECS method, the similarity calculation formula specified
in (2.14) is W' and i. The coefficient of the attribute will be
as follows:

Y 101 x O, W'
T TR0 + SO

Similar to the GU-1 method, a 10-fold cross-validation
test was used with the ECS method. In the GA test, the pop-
ulation’s 25 chromosomes were assumed, and crossover was
applied 100 times. Table 5 provides the ten test results’ aver-
age success rates. The tests’ standard deviations in CF were
1.09 for a single book recommendation and 1.16 for three;
in GA, the values were 0.67 for a single book recommenda-
tion and 1.34 for three. In CF, the variance of the tests was
1.18 for a single book recommendation and 1.34 for three,
whereas in GA, it was 0.44 for a single book recommenda-
tion and 1.79 for three. As in the PP-1 method, reducing
their effects by giving low coeflicients to insignificant attri-
butes in the ECS method increased the success of product
recommendation. The proposed system, which combined
ECS and GA techniques, was found to perform significantly

$(0,,0,) (5)
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better than the Markov chain model at the 0.05 significance
level, according to the Mann-Whitney U test. (p =0.01 and
u=15.5).

4. Conclusion and Recommendations

Deep semantic relationships between products are used in
ontology-based product recommendation systems to
increase performance and address issues like cold start, ele-
ment sparsity, and limited diversity in CF and CBF methods,
which are frequently used in product recommendation sys-
tems. The concepts in a specific field and their relationships
are the fundamental components of ontology. As a result,
the product’s class and any other classes, it has relationships
with must both be included in the ontology of the product.
This kind of structure is a relational data structure, and
ontologies can be mined for data using relational data min-
ing techniques. From this perspective, a relational product
recommendation system that makes use of domain ontol-
ogies has been developed, tested, and proven to be very effec-
tive. According to experimental findings, including
additional classes that the product is related to increases its
success. The study also highlights the need to weight the
attributes by allocating coeflicients. Not all characteristics
of a product stand out to users. The success has increased
by identifying the attributes that do not influence users’ pref-
erences and minimising the effects of the similarity calcula-
tion by keeping the coeflicients of these attributes low. The
proposed system has been tested using experimental findings
for book ontology, but it can also be used with ontologies for
other kinds of products. Future work is encouraged on
intriguing issues like defining a join function that can repre-
sent an ongoing session with an object of a class in the
domain ontology.
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