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Solid-state deuterium NMR is well suited to the study of the conformational dynamics of DNA. Deuterium quadrupole echo
spectra for a particular motional model can be calculated andmatched to the experimental spectrum to extract information on the
DNA dynamics; however, doing so can be very time-intensive.Te two-axis motion used to model the dynamics of either 2″ or 5′/
5″ furanose ring deuteron is particularly complex with up to ten independent variables that can be optimized. Here, we present
a program which automates both the input script generation and searches the parameter space for the best ft using a simulated
annealing algorithm. Te parameter, χ2red, provides a relative measure of goodness of ft. Tis method reduces the overall time to
determine the best ft of a line shape to a few days, in most cases, when running on a low-power desktop PC.Te automated ftting
program presented here can be easily modifed to generate input scripts for new models, incorporate a weighting factor to the χ2red
calculation to emphasize key line shape features, or ft nonsymmetrized data. Tis adaptable program will make simulation of
solid-state deuterium spectra accessible to a broader audience.

1. Introduction

Deuterium solid-state NMR has been widely used in the
study of polymer dynamics for many years [1–12] and more
recently been used to study dynamics in silica-supported
species [13]. It has also been employed to quantitatively
evaluate the internal dynamics of the HIV-1 TAR RNA
[14, 15] and various DNAs, [16–18] including the HhaI
methylase target DNA sequence [19, 20]. Deuterium is
particularly well suited to probe nucleic acid dynamics
because the 2H label can be incorporated site-specifcally and
does not perturb the system. Most importantly, it directly
monitors the ns-μs regime that is inaccessible to solution
relaxation measurements. Both line shapes and relaxation
times provide qualitative information about mobility of the
2H label. A quantitative description of the rates and
amplitudes of the motion is obtained by comparison of
experimental data and model-based simulations of 2H line
shapes and relaxation times. In particular, deuterium

quadrupole echo spectra are useful for determining motions
on multiple timescales or axes. Solid-state 2H NMR is es-
pecially efective for observing the large amplitude dynamics
within diferent subunits of individual nucleotides. It is
therefore possible to obtain a picture of the relative fexibility
at diferent positions and attempt to quantify the motions
therein.

Static 2H NMR has been widely used to study the dy-
namic properties of solids. In particular, line shape analysis
of 2H NMR powder patterns has been widely used and is
based on the fact that when a 2H nucleus undergoes reor-
ientational motion that is “intermediate” on the 2H NMR
time-scale (i.e. ms-ns), the 2H NMR line shape is altered in
a well-defnedmanner that can be interpreted in terms of the
mechanism and rate of the dynamic process [16]. On this
time-scale, the 2H NMR line shape is strongly dependent
upon the exact rate and geometry of the motion.

Although spectra can be interpreted for qualitative ki-
netic information, quantitative values can only be obtained
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by the matching of calculated spectra to the experimental
data. In order to calculate spectra, a detailed motional model
(including quadrupole and acquisition parameters and jump
rates, amplitudes, and orientations) must be provided. It is
generally straightforward to simulate the 2H NMR spectrum
theoretically for any proposed dynamicmodel for a 2H atom.

Typically, the simulated spectrum that best fts each
experimental spectrum is found through trial-and-error
variation of the model parameters and visual inspection
of overlaid simulated and experimental spectra to assess the
quality of ft. However, this method is inherently subjective
and the large number of parameters which need to be op-
timized simultaneously in ftting the simulated spectra to the
experimental spectra makes this approach highly dependent
on the skill of the researcher at recognizing patterns in the
efects of various parameters on the 2H line shape. Although
it is possible for a researcher to identify trends in line shapes
with parameters, the initial time investment of the researcher
is on the order of months, and the subsequent ftting of a set
of nine line shapes (as illustrated in this paper) would take at
least a year. A more objective, efcient, automated, and
robust approach for ftting simulated 2H NMR spectra to
experimental spectra would clearly be valuable.

Frequently, macromolecules undergo reorientational
motions about two or more axes, each characterized by
a diferent trajectory and rate constant. Often small-
amplitude librational motions that are rapid with respect
to the 2H NMR time-scale must also be included in the
model [21–23]. In such cases, line shape analysis is complex,
requiring optimization of several independent variables to
fnd the best ft, increasing the time to fnd the best ft, and
reducing the likelihood of successfully fnding the best ft to
the experimental spectra by the traditional trial-and-error
method.

In recent years, several diferent approaches have been
published for removing this subjective aspect from the ftting
of solid-state 2H line shapes and relaxation times, both for
static and MAS data of peptides, mostly utilizing some form
of R2 or χ2 analysis [6, 8, 10, 11, 13]. Each of these methods
has its own strengths, some combining 2H NMR and other
spectroscopic techniques, [5, 24, 25] some incorporating
relaxation times into the determination of the best ft,
[6, 8, 10, 13] some using static, MAS, and relaxation times
together, [9, 12] and some developing automated ftting
methods to remove the subjectivity completely [11, 13]. In all
cases, these methods are applied to peptides and in some way
employ a library of rotamers and/or library of calculated line
shapes and relaxation times.

Aliev and Harris have previously applied a simulated
annealing and downhill simplex method to the ftting of 2H
line shapes of small molecular systems and complexes in-
cluding thiourea, a thiourea inclusion compound, and
pyrazine-d4-α-zirconium intercalation material, with 3 in-
dependently varied parameters per reorientational motion,
with each of the two possible reorientational motions de-
scribed by either a 2-site or 4-site jump [26]. Here, we
present a modifcation of this method and apply it instead to
DNA motions by utilizing the well-established conforma-
tional changes of furanose rings. To illustrate the application

of the technique, we consider the dynamic properties of the
furanose rings and phosphodiester backbone of the DNA
target of the HhaI methyltransferase. Here, we demonstrate
how this method can be efectively utilized for the opti-
mization of previously determined best ft simulations
(backbone) and also for the determination of best ft sim-
ulations starting with at least one parameter changed sig-
nifcantly from previous simulations (furanose ring).

2. Methods

2.1. Experimental. Deuterium labels were incorporated at
the 2″ position (furanose ring) of the A4, G5, G7, and A10
and nonstereospecifcally into the 5′ methylene group
(phosphodiester backbone) of the G5, C6, G7, C8, and 5-
methyl-C6 nucleotides in [d(G1A2T3A4G5C6G7C8T9A10T11
C12)]2 (Figure 1) as described previously [19, 20]. Oligo-
nucleotides samples were prepared for NMR analysis and
solid-state NMR experiments were carried out at room
temperature (298 K) as described previously [19, 20].

2.2. Line Shape Analysis. Simulated line shapes were cal-
culated from parameters describing the global and local
motions (Figure 2) using the ftting program described in
Section 2.3. To simulate the deuterium line shape, a form of
the potential energy surface/landscape, U(ϕi), (through
which the C-2H bond is traversing) must be chosen. Te
model used to simulate the furanose ring and phospho-
diester backbone motions of this DNA sequence has been
described in detail previously [19, 20] and is only reviewed
briefy here.

As described previously, the local motion is described by
a 2-well Brownian difusion model using a reorientational
trajectory originating from the sugar puckering motion of
the ring. Te reorientational trajectory is approximated
using a 10-site jump matrix. Te barrier heights of each well
of the two-well potential (U0,1 and Uo,2), the amplitude of the
motion, and the rate of difusion are varied during the
simulation algorithm.Te global motion is described by a 6-
site jump difusion on a conemodel, where the orientation of
the cone is varied and the rate is set to 104Hz [19, 20]. Te
central Lorentzian line is a result of residual HDO in the
sample and the width of that peak is varied separately during
the simulation algorithm. Te quadrupolar coupling con-
stant (QCC) was set to 174 kHz for all simulations.

2.3. Fitting Program. Te ftting program described here
(Figure 3) takes advantage of the existing 2H line shape
simulation engine, MXET1, [27] to calculate theoretical 2H
line shapes. Initial “good” fts have been found previously
using traditional visual inspection of a library of simulated
line shapes [19, 20]. To refne these fts and fnd the best ft
simulated line shape, an algorithm for searching the pa-
rameter space and a cost function to quantify the goodness
of ft must be defned. An “input script generator” creates an
MXET1 input script for each new step in the algorithm using
maximum step sizes and boundary values for each variable
specifed by the researcher.
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2.3.1. Simulated Annealing Algorithm. Simulated annealing
mimics the physical annealing of a solid, in which the solid is
heated and then slowly cooled to avoid local high-energy
confgurations and reach the lowest energy state [28, 29].
Typically, in this procedure, a cost function (analogous to
energy) is minimized while the value of a control parameter
(analogous to temperature) is decreased. However, here, the
control parameter is held constant as it has been shown that
if the control parameter is chosen carefully, it is not nec-
essary to decrease the value over time [30]. As discussed
previously, in order to obtain satisfactory agreement be-
tween experimental and simulated 2H NMR spectra, it is
necessary to optimize several parameters that defne the
dynamic model. Following the method of Aliev and Harris,
[26] each value of Icalci can be thought of as a function of the
parameters that are refned during the ftting process. Te
automated ftting procedure employed here adjusts the
parameters in order to minimize the cost function (S), in-
dicating to the best ft between experimental and simulated
spectra [31]. Te condition for best ft is defned here as 1000
simulations without an improved S value.

Te simulated annealing algorithm explores parameter
space following the method published by Metropolis, et al.
[32] summarized as follows. First, an initial set of parameters
are chosen. Second, a new parameter set is derived from the
previous parameter set via two steps.

(1) From a chosen starting confguration (set of pa-
rameters), a random step is made; i.e., each pa-
rameter within the set is randomly “displaced” to
generate a new “trial” value, giving rise to a new trial

parameter set. A maximum absolute displacement
value is specifed for each parameter value.

(2) Te value of S is then calculated; if the step lowers the
value of the cost function, it is always accepted;
otherwise, the step is accepted when a randomly
chosen probability (0<P< 1) satisfes the following
condition:

P≤ exp −
∆S

c
 . (1)

Here, c is the control parameter and ∆S is the dif-
ference between the current and previous values of
the cost function. As mentioned previously, in this
study, the control parameter was held constant. Te
nonzero probability of accepting an uphill step en-
sures that it is possible to escape from local minima,
increasing the likelihood of fnding the global
minimum of the cost function.

Steps 1 and 2 are repeated to generate a Markov chain of
parameter sets. By requiring 1000 steps without improve-
ment, this technique leads, in principle, to the region of
parameter space containing the lowest minimum in the
merit function S. In our calculations, c was chosen to be 10.

Te approach of Aliev and Harris [26] was to calculate
spectra during the ftting process. For our DNA models
where we had previously determined good fts through
manual trial and error and visual comparison, we have also
chosen to calculate the spectra during the ftting process. To
reduce the number of external programs called during the
simulation algorithm, a library of 10 site angular trajectories
for amplitudes ranging from 0.001 Å to 0.800 Å was gen-
erated in advance for the program to use when creating the
input scripts.

2.3.2. Te Cost Function. Aliev and Harris [26] developed
amethod of automated ftting of quadrupole echo spectra for
a given motional model using the method of simulated
annealing, 28 with a cost function R,

R �
1
N



N
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I
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i 

2
, (2)

where Iexp is the normalized experimental spectrum to be ft,
Icalc is the calculated spectrum, and N is the number of
points in the spectral pattern. Here, we have used a cost
function S and is given as

S � 
N

i�1
I
exp
i − I

calc
i 

2
, (3)

which is not reduced by the number of points in the spectral
pattern and therefore is more sensitive to slight improve-
ments in the quality of the ft. Te experimental spectrum is
normalized to a maximum intensity of 100 to facilitate direct
comparison with simulated spectra. In addition, the ex-
perimental spectrum is centered and the simulated spectra
contain the same number of data points as the experimental

Figure 1: (Top) structure of the dodecamer containing the HhaI
target GCGC sequence (red) in the protein-DNA complex (protein
removed), showing the extrahelical deoxycytidine. (Bottom) se-
quence of the target DNA; residues highlighted in red are labeled at
the 5′/5″ position. Residues highlighted in green are labeled at the
2″ position.
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data such that the points match for evaluation of the cost
function.

For comparison of goodness of ft across many diferent
spectra, a reduced χ2 must be calculated as follows:

χ2red �
1
N

S

σ2
, (4)

where the noise standard deviation, σ, is calculated for each
spectrum as the standard deviation of the amplitude of all
baseline points and N is the number of points (or degrees of
freedom), as defned earlier. Te reduced χ2 removes the
variability in S arising from any diference in the number of
points, noise, and other error levels in each spectrum and
can be used as a universal criterion for evaluation of
goodness of ft.

3. Results

We have previously reported experimental line shapes, re-
laxation times, and simulations for the phosphodiester
backbone and furanose ring of the 5′-GCGC-3′ site. [19, 20]
To probe local mobility in this site, deuterium line shapes
were obtained for the 5′/5″ deuterons (backbone) of G5, C6,
G7, C8, and 5-methyl-C6,20 and 2″ deuteron (furanose ring)
of A4, G5, G7, and A10 [19]. Experimental line shapes and
line shape simulations for the backbone and furanose ring
sites are shown in Figures 4 and 5, respectively. Tese line
shape results indicated that the backbone of C6 is

signifcantly more mobile than the other nucleotide back-
bones on the ns-ms timescale, followed by G5 and G7.
Previous manually determined line shape simulations
quantifed and supported these conclusions, demonstrating
an increased fexibility and distinctive orientation of the C6
backbone. Te ftting procedure described previously was
applied to analyze the 2H NMR spectra of these backbone
and furanose ring labeled DNAs.

3.1. Analysis of Backbone Line Shapes. As mentioned in
Section 2.2 and described previously, it was assumed that as
a result of coupling to the furanose motion, the reorienta-
tional motion of the 5′ methylene C-2H bonds is not simple
rotations about the C4′- C5′ bond axes. Simulated line shapes
in Figure 4 were obtained by setting values for the jump rate
k, the displacement amplitude, and the potential U(ϕ). For
[5′/5″-2H]-G5, [5′/5″-2H]-C6, [5′/5″-2H]-G7, and [5′/5″-
2H]-C8, best fts are obtained for U(ϕ) modeled as a periodic
potential of the form

U(ϕ) �
U0

2
1 − cos ϕ − ϕ0( ( , (5)

where U0 is the barrier between the minimum energy
conformers (in this case the BI and BII backbone confor-
mations) and can be varied for each barrier individually.
According to (5), the conformational energy displays two
wells within the pseudorotation cycle, which occur at ϕ −

Zlocal

Zhelical

θ

(a) (b)

Figure 2: Line shape simulations include two independent motions. (a) A slow, uniform rotation of the DNA molecule occurs about the
helical axis, labeled Zhelical. Local motion of the backbone is referenced to a local coordinated system, where the z axis is indicated by the
vector Zlocal defned by the angle Θ. (b) Te 2H5′/5″ and 2H2″ deuterons move through an elliptical trajectory as the furanose ring puckers
between the C2′ -endo and C3′-endo conformations.
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ϕ0 � 0° and ϕ − ϕ0 � 180°. Te parameters describing the
best-ft line shapes and reduced χ2 (χ2red) values are shown in
Table 1.

We have previously reported manual best ft simulations
[20] and here report the optimized best fts determined
through use of our automated simulated annealing program.
In all but one case (G7), the automated ftting resulted in
both a better χ2red value and a visually assessed equivalent or
better ft. Although the automated ft of the G7 line shape
had a lower χ2red, upon visual inspection, the manual sim-
ulation fts the major features at the center of the line shape
better. While the specifc values of the parameters difer
between the manual best fts and the overall best fts, the
overall trends remain the same. In general, the angular
displacement, q, for the best automated fts were consistent
with those from the best manual fts. Te barrier heights, U0,
for G5, C6, and G7 decreased during the automated ftting,
while those for C8 stayed the same and equalized for the
mC6. Te zlocal axis angle relative to zhelical increased slightly

for the automated fts of G5 and C8, increased dramatically
for G7, and decreased for mC6.

3.2. Analysis of Furanose Ring Line Shapes. Simulated line
shapes in Figure 5 were obtained by setting values for the
jump rate k, the puckering amplitude q, and the potential
U(ϕ). For [2″-2H]-A4, [2″-2H]-G5, [2″-2H]-G7, and [2″-
2H]-A10, best fts are obtained for U(ϕ) modeled as a pe-
riodic potential of the form given in (5), where U0 is the
barrier between the minimum energy conformers (in this
case, the C2′-endo and C3′-endo furanose ring conforma-
tions) and can be varied for each barrier individually. As
before, the conformational energy displays two wells within
the pseudorotation cycle, which occur at ϕ − ϕ0 � 0° and
ϕ − ϕ0 � 180°. Table 2 summarizes these parameters for
the line shapes that best ft the experimental line shapes for
[2″-2H]-A4, [2″-2H]-G5, [2″-2H]-G7, and [2″-2H]-A10 and
gives the reduced χ2 (χ2red) values for each ft.

Generate input file
from parameters

Run simulation
using input file

Calculate S

Calculate S

Update parameters

Generate input file
from new parameters

Run simulation
using input file

Generate random
number 0 < P < 1

End

Yes

Yes

Yes

No

No

No

Termination condition met?

Save parameter and
line shape files

Is Snew < Sbest ?

Is P ≤ exp (–ΔS/c) ?

Replace parameters

Figure 3: Simulated annealing algorithm fow chart. Elements of preexisting Fortran code are shown in blue, while the new C++ code is
shown in yellow, and the Microsoft.bat fle sections are shown in green.
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We have previously reported manual best ft simulations
[19] and here report the optimized best fts determined
through use of our automated simulated annealing program.
Temanual fts used an angle of 20° for the orientation of the
local axis with respect to the helical axis. However, this
orientation was based on the average orientation of the 2″C-
D bond, whereas the pseudorotation trajectory uses an axis
approximately parallel to the C2′-C3′ bond, determined to be
on average 70°. An orientation of 70° was used for the
subsequent automated line shape simulations. Te puck-
ering amplitudes, q, for the best manual fts for these four
nucleotide furanose rings are approximately 0.25 Å, while
the barrier heights, U0, range from 4.5 kBT to 6 kBT.

In contrast, the best fts of the automated simulations for
these four nucleotide furanose rings give puckering am-
plitudes, q, in the range of 0.16 Å to 0.23 Å, and barrier
heights, U0, ranging from 2.3 kBT to 8.9 kBT.

3.3. Impact of C6 Methylation on Dynamics. Methylation of
the target cytidine base in the 5′-GCGC-3′ sequence of
perturbs the dynamics of the phosphodiester backbone at C6
[20]. As has been discussed previously, there is a signifcant
change in the line shape of [5′/5″-2H]-C6 upon methylation
(Figure 4), as the horns expand and “unbend” approaching
the classical Pake doublet line shape indicating that this site
becomes more rigid upon methylation [20].

Both manual and automated fts indicate that the C6
backbone line shape undergoes signifcant changes upon
methylation. In both cases, upon methylation, the barrier
heights increased and the jump rate decreased, although the
decrease in rate for the automated fts was a factor of 2
smaller than that of the manual fts. Interestingly, the au-
tomated fts showed that the amplitude of motion increased
slightly upon methylation, rather than decreasing to become
more similar to the other nucleotides. Finally, the orienta-
tion of zlocal decreased to 20° in the automated fts, rather
than 40° from the manual fts, indicating an even more
pronounced conformational change in the backbone of the
C6 nucleotide upon methylation than was indicated with the
manual simulations.

Tis indicates that the C6 5′/5″ deuterons are almost
equally likely to be in the two most favored conformations,
that they are moving through a larger volume in space than
the neighboring sites even after methylation but at a slower
rate than all but the G7 5′/5″ deuterons, and that the
backbone orientation changes signifcantly upon methyla-
tion. Each of these parameters support the conclusions
drawn from the qualitative analysis, namely, that there is

-200 -100 0 100 200
kHz

C8

-200 -100 0 100 200
kHz

G7

-200 -100 0 100 200
kHz

C6

-200 -100 0 100 200
kHz

G5

(a)

-200 -100 0 100 200
kHz

5-methyl-C6

(b)

Figure 4: Te experimental (black) deuterium line shapes with the manual simulation (blue) and automated simulation (red) overlaid for
(a) each of the backbone labeled sites in the nonmethylated DNA dodecamer and (b) the C5′/5″-2H in the backbone of methylated C6.
Simulation parameters are described in Table 1.

-200 -100 0 100 200
kHz

-200 -100 0 100 200
kHz

-200 -100 0 100 200
kHz

-200 -100 0 100 200
kHz

A10G7

G5A4

Figure 5: Te four deuterium line shapes (black) for each of the
purine furanose ring labeled sites in the nonmethylated DNA
dodecamer with the manual simulation (blue) and automated
simulation (red) of each overlaid. Simulation parameters are de-
scribed in Table 2.
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a dramatic increase in rigidity upon methylation of C6, and
they demonstrate that upon methylation, the dynamics of
the target nucleotide are diminished and become similar to
the nontarget sites in the recognition sequence.

4. Discussion

It is not possible to fully automate the determination of the
simulated spectrum which best matches an experimental
spectrum because it is necessary to subjectively evaluate the
spectrum in consideration of the physical system in order to
determine a motional model and reasonable limits on the
parameters which defne that model. It is necessary to
consider all physically plausible models and ranges of pa-
rameters in the search for a best ft. We have demonstrated
the success of the program presented here as a tool to fa-
cilitate this search when spectra represent a specifed mo-
tional model, which consists of torsional motions around
multiple axes in the local structure of a DNA methyl-
transferase recognition site.

Our examples of ftting are restricted to only spectra
representing intermediate motions, which are sensitive to
rates of motion as well as amplitudes of motion; the ap-
propriate models have rates of 5 ×107 Hz to 1 × 109 Hz.
Te ftting program is designed to extract rates, ampli-
tudes, and relative orientations of motion from spectral
fts. Here, we have shown that the simulated annealing
algorithm can be successfully applied both to the opti-
mization of previously determined line shape simulations
as well as to the determination of new line shape

simulations for a system with one parameter which re-
quired signifcant adjustment.

Eastman and Nanny utilized a simulated annealing al-
gorithm to search through a set of simulation models and
over a defned parameter space to fnd good fts to the 2H
ssNMR spectra of several model compounds[33] and, as
such, utilized a more stringent goodness-of-ft function, Q.
Here, for a more complex system, we have shown that χ2red
can, in principle, be an efective goodness-of-ft parameter,
inasmuch as it is helpful in identifying the best ft for a given
model and parameter space. Because of the complexmotions
of the C-2H bond within the DNA molecule, it may be
unrealistic to expect to be able to consistently identify a ft
that would be classifed as good using either the function Q
(a value close to 0.5) or χ2red (a value between 1 and 1.5).

In addition, in some cases, such as that of the [5′/5″-2H]-
G7, the best χ2red value may correspond to a line shape
simulation which does not subjectively ft the key features of
the experimental line shape as well as a simulation with
a higher χ2red value, indicating that not all need for subjective
evaluation has been removed. Te failure to fnd fts to
experimental spectra both with low χ2red values and visually
determined to be acceptable may also be due to experimental
artifacts which may have a larger efect on the edges of the
line shape and are not taken into account in the quadrupole
echo spectral calculation. Furthermore, to facilitate ftting of
our experimental line shapes, they have been artifcially
symmetrized, which efectively reduces the magnitude of
experimental artifacts but also makes it more difcult to
distinguish artifacts from the line shape. Some researchers

Table 1: Te potential, given in equation (5), was used for these simulations of the phosphodiester backbone. Te values for U0 along with
other parameters used to ft each of the 5 simulated line shapes in Figure 4 are given.

Label site Fitting method U0,1 (kBT) U0,2 (kBT) Amplitude (Å) Jump rate (Hz) θ χ2red

G5 Manual 2.0 4.5 0.30 1× 108 50° 1.73
Automated 2.0 3.7 0.31 2.1× 108 56° 1.13

C6 Manual 1.5 1.5 0.37 1× 109 60° 1.66
Automated 0.75 1.0 0.36 1.7×108 61° 1.31

G7 Manual 4.0 8.0 0.32 1× 108 40° 8.44
Automated 1.9 1.5 0.27 8.8×107 71° 3.91

C8 Manual 1.0 3.0 0.32 1× 108 30° 2.67
Automated 0.9 3.1 0.33 1.4×108 35° 2.46

5mC6 Manual 2.5 4.5 0.32 1× 108 40° 2.74
Automated 3.6 3.7 0.39 1.2×108 20° 1.82

Table 2:Te potential, given in equation (5), was used for these simulations of the purine furanose rings. Te values for U0 along with other
parameters used to ft each of the 4 simulated line shapes in Figure 5 are given.

Label site Fitting method U0,1 (kBT) U0,2 (kBT) Amplitude (Å) Jump rate (Hz) θ χ2red

A4 Manual 6.0 6.0 0.25 2×108 20° 7.85
Automated 8.8 6.7 0.16 1.8×108 61° 3.53

G5 Manual 4.5 4.5 0.27 3×108 20° 1.32
Automated 1.5 2.3 0.17 8.6×107 60° 1.02

G7 Manual 6.0 6.0 0.25 2×108 20° 2.14
Automated 5.1 15.3 0.18 7.2×107 75° 1.17

A10 Manual 4.5 4.5 0.27 1× 109 20° 14.0
Automated 0.19 0.13 0.19 9.7×107 60° 3.30
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have previously suggested that more accurate simulations
may be achieved by ftting only one half of the line shape,
rather than artifcially symmetrizing the line shape which
can inadvertently intensify the efects of artefacts. In this
case, the half of the line shape to be evaluated would be
chosen to have the fewest artifacts subjectively. Te program
presented here could be easily modifed to this approach.

In the particular case of the line shape of the 2″-A10
deuteron, where the spectrum itself appears free of obvious
artifacts and has good signal to noise, it is noteworthy that
the χ2red value does improve for the automated ft but is still
quite high. For line shapes such as this, the high χ2red value
could be evidence of a negative efect from symmetrization
or that an additional reorientational motion is missing from
the model. When ftting only the line shape, we are reluctant
to add an additional axis of motion to the model, which may
overdefne the system. However, future modeling that in-
cludes the T1z and T1Q relaxation simulations could provide
more support for adding a third axis of motion.

While the exact values of the parameters for the best ft
simulations of the backbone line shapes difer between our
previously reported results [20] and those found using the
automated method reported here, the trends remain the
same. For example, the 5′ methylene group of the C6 is the
most fexible of the sites studied, with the largest angle
between the global and local axes, which decreases signif-
cantly (to become more similar to the other deoxycytidine
nucleotide) upon methylation. In addition, the purine fu-
ranose rings were simulated with a two-well potential with
small-amplitude puckering motions. Te depths of the wells
changed in each case, but A4 and G7 were still ft best using
deeper wells than G5 and A10.

5. Conclusion

Here, we have demonstrated the use of our simulated
annealing algorithm for simulating line shapes for the
methylene groups within the phosphodiester backbone and
the deuterons at the 2″ position of the furanose ring within
and adjacent to the DNA recognition site for the HhaI
methyltransferase. A visual inspection of the nine simulated
line shapes indicated that the cost function, S, provides
a good measure of relative goodness of ft for a given line
shape and that the reduced χ2 (χ2red) can be used to compare
fts for line shapes from several diferent samples.

In some cases, experimental artifacts can afect the
goodness-of-ft parameters and lead to “best fts” which
upon visual inspection are inferior to other simulations.
Future program development might include a weighting
parameter to allow the program to account for apparent
artifacts in the experimental data by giving priority to the
ftting of specifc regions of the line shape or ftting only one
half of the original unsymmetrized line shape.
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