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The interactive projection systems based on deep images are usually disturbed by the mixed noise. Generally, several filtering
methods are used in combination to resolve this problem. Although the hybrid filter can guarantee the accuracy of the image,
but the algorithm is complex and time-consuming, which affects the real-time performance of the interactive projection system.
In this paper, the switching system method is introduced into the filter for the first time, and an arbitrary switching filter
algorithm is proposed and applied to the depth image filtering system based on Kinect sensor. The experimental results
demonstrate and validate that the proposed switching filter algorithm not only effectively removes the noise but also ensures the
real-time performance of tracking and achieves good target tracking performance, which makes it applicable in various image
filtering processing systems.

1. Introduction

Large-screen interactive projection systems based on depth
images are inevitably polluted by a variety of mixed noise
due to various factors. These noises reduce the image accu-
racy, which affects the subsequent work such as image seg-
mentation, tracking, feature extraction, and recognition,
and also cause serious disturbance to target recognition and
tracking. Therefore, it is essential to smooth the image in
the preprocessing. The currently available digital image filter-
ing methods are also applicable to deep images. From the
view of design method, the filtering algorithm can be divided
into two categories: linear filtering and nonlinear filtering.
The commonly used linear filtering methods include mean
filtering, Gaussian filtering, and their improved algorithms.
Meanwhile, the nonlinear filtering methods include median
filtering, bilateral filtering, and their improved algorithms.
All of these algorithms have their own advantages and disad-
vantages and are proposed for specific noise. In practice, a
variety of noise generation methods have demonstrated that
a single filtering algorithm cannot be effective for all types
of image filtering [1–6]. In the case of the filter system based
on Kinect sensor depth image, light intensity and sensor

temperature are the main factors that generate the noise in
the image. In addition, the short stay at the time of image for-
mation and the interference of the channel during image
transmission are also the main reasons for the noise genera-
tion [3]. Among these noises, Gaussian noise and the salt-
and-pepper noise are the two most important types of noise.
These noises often appear at the same time. If the same image
has a variety of hybrid filtering, it will affect the system real-
time performance. Therefore, the maximum interference at
the current time should be analyzed first and then the filter-
ing algorithm should be selected corresponding to the main
interference source.

Although the image denoising hybrid filtering method
can effectively improve the signal-to-noise ratio improve-
ment factor, it does not consider the image processing time,
which is not chosen in practical systems. The filtering
method with impulse noise filter is relatively accurate, but
the algorithm is more complicated, the steps are numerous,
and the calculation takes a long time, which is not conducive
to the real-time performance of the interactive projection
system, and the accuracy requirements of the actual system
for the filtered image are not so strict. In addition, based on
the joint filtering algorithm of the image processing system,
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the processed filtering image is accurate and smooth, but it
also violates the real-time requirements of the system. On
the other hand, the switching system is the concept of control
engineering field and “switching” was first introduced into
the control system by the switching servo system. It is deter-
mined by the switching rule to switch the subsystem, and
only one subsystem can work at each moment [7–12]. The
switching system theory was proposed and established to ful-
fill the needs of industrial production and development [7–9].

Inspired by the switching control scheme, the switching
rules are introduced into the filter system, and an arbitrary
switching filter algorithm in the depth image filtering process
based on Kinect sensor is proposed. For the main noise
(salt-and-pepper noise and Gaussian noise) of each frame
image, the filtering algorithm is switched to the corre-
sponding filtering algorithm by the switching rule in order
to achieve balance between the accuracy and the real-time
performance. The experimental verification and performance
analysis of the entire switching system are carried out through
three aspects: subjective evaluation, objective evaluation,
and running time analysis, to obtain the optimization effect
of system tracking. The main innovations in this paper are
as follows:

(1) The switching rule is introduced into the field of
digital image processing for the first time, and a
switching filter algorithm based on arbitrary switch-
ing rules is proposed

(2) Adaptive median filtering and adaptive adjustment
Gaussian filtering are selected as filtering subsystems
to constitute an arbitrary switching filter system

(3) The proposed arbitrary image filtering algorithm is
applied to image noise preprocessing of interactive
projection system that realizes the balance between
filter accuracy and real time

The remaining parts of this paper are organized as fol-
lows: Section 2 describes the principle of the switching filter
algorithm. The two switching subsystems of adaptive median
filter and adaptive adjustment Gaussian filter are presented
in Section 3 and Section 4. In order to evaluate the proposed
switching filter performance, the simulation results are
presented in Section 5 through three aspects: subjective
evaluation, objective evaluation, and running time analysis.
Finally, Section 6 provides conclusions and highlights the
future work.

2. Principle of Switching Filter Algorithm

A switching system consists of a series of sequential or dis-
crete differential equation subsystems and switching rules
or a switching strategy, as shown in Figure 1. If the entire fil-
tering process is regarded as a hybrid dynamic system, then
each filter algorithm can be regarded as a subsystem of the
system. The proposed system is constructed by coupling the
switching system with arbitrary switching rules and using
two subsystems composed of arbitrary switching filter
system, as shown in Figure 2.

During the switching process, the switching rules deter-
mine which subsystem the switching system should be
switched to at each moment and only one subsystem can be
activated at each moment. That is, at each moment, the entire
system only conforms to one control law of the switching
systems.

The meaning of the switching signal is as follows:

〠 = x0 ; i0, t0 , i1, t1 ,… , ij, t j ,… , t j ∈M, j ∈N ,
1

where ij, t j denotes that the ij-th subsystem is switched
on at t j and the ij+1-th subsystem is switched off at t j+1.
Thus, in finite time, the switching sequence ∑ is finite,
and there exists no state transition during the switching
moment, where t0 is the initial time and t j > 0 is the j-th
switching time. When t ∈ t j, t j+1 , the trajectory of the
switched nonlinear system is produced by ij+1-th subsystem,
defining Tmin = min T = t j − t j−1 , as the minimum interval
time of the ik-th subsystem.

For a given time, assume that the arbitrary switching
occurs at the time instants Mdef = t1, t2,… , t j . Since the
time intervals between successive switching can never be less
than Tmin, and for any fixed switching laws, no finite time
escape phenomenon is possible.

Subsystem 2

Subsystem N

Subsystem 1

Output

Input
Controller

Switching
rules

…
Figure 1: A simple schematic diagram of the switching system.

Adaptive
median filter

Adaptive
adjustment

Gaussian filter

Switching
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images

Output

Figure 2: The schematic diagram of the proposed filter switching
system.
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3. Switching Subsystem of Adaptive
Median Filter

Generally, the salt-and-pepper noise filtering is based on the
median filtering. The principle of the median filtering is to
take a sliding window with odd points to sort the gray values
of the pixels in the window and take the middle value of the
result as the gray value of the pixel in the center of the origi-
nal window. However, the traditional median filtering algo-
rithm does not consider the difference between the signal
point and the noise point and selects the median value of
the sliding window instead of the pixel, which can easily lead
to the loss of image details.

Assume that a one-dimensional switching sequence
f σ t ,1, f σ t ,2,… , f σ t ,N is set and the window length is an
odd number m. The m numbers f σ t ,j−v ⋯ f σ t ,j−1, f σ t ,j,
f σ t ,j+1,… , f σ t ,j+v are extracted from the input switching
sequence, where f σ t ,j is the center value v = m − 1 /2 of
the window. Then, the values of the m points will be sorted
by numerical values, and the serial number is taken as the
center of the value as the median filter output gσ t ,j, where

σ t : 0, +∞ → Ξ= def 1, 2,… , n is the switching signal
that is a continuous segment constant function. When
σ t = i, it means that the i-th subsystem is activated
and the remaining subsystems are deactivated, indicating
that the i-th number f i,j is extracted from the input
switching sequence.

gi,j =Med f i,j−v ⋯ f i,j−1, f i,j, f i,j+1,… , f i,j+v   j ∈N , v = m − 1
2

2

Similarly, the operation of the two-dimensional median
filter is gi,jm =Med f i,jm , where A is the window, and f i,jm
is the two-dimensional data sequence of the image.

Based on the traditional median filter, several improved
algorithms have been proposed such as adaptive median fil-
tering algorithm [5], weighted median filter algorithm [6],
and extreme value median filtering algorithm [13]. In this
paper, the adaptive median filtering is selected as the filter-
ing subsystem. The difference between the median filter and
the adaptive median filter is that the adaptive filter can
change the size of the filter window according to the cur-
rent situation of the image. When it replaces the pixel, it
only substitutes the point where the noise is disturbed with-
out changing the current pixel value of its valuable signal.
The adaptive median filter can better protect the details of
the image.

Adaptive median filtering can be roughly divided into the
following steps in Figure 3:

(1) Determine the noise of each area of the image

(2) Detect the size of the filter window according to the
noise pollution of each region

(3) Filter the detected noise point

The first layer: calculate A1,i = Zmed,i − Zmin,i and A2,i =
Zmed,i − Zmax,i.

If A1,i > 0 and A2,i < 0, go to the second layer; otherwise,
increase the window size. If the window size Sxy,i < Smax,i,
repeat the first layer; otherwise, output Zxy,i.

The second layer: calculate B1,i = Zxy,i − Zmin,i and B2,i =
Zxy,i − Zmax,i.

Set the initial filter
window size to Sxy

Sort the pixel gray
value of the filter

windows from small to
large

Calculate A1, A2, B1, B2

Window size + 2

Keeps the original
gray value of Zxy

N

NY

Y

YN

A1 > 0 and
A2 < 0

Sxy < SmaxZxy < Zmed
B1 > 0 and
B2 < 0

Figure 3: Adaptive median filter flow chart.
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If B1,i > 0 and B2,i < 0, output Zxy,i; otherwise, output
Zmed,i,

where Zmin,i and Zmax,i are the minimum and maximum
values of the gray level in the filter window Sxy,i, respectively.
Zxy,i is the gray value at the coordinates X, Y , and Smax,i
specifies the maximum allowed value. The adaptive process
of the adaptive median filter is as follows:

4. Switching Subsystem of Adaptive Adjustment
Gaussian Filter

Generally, the Gaussian filter is employed to filter the Gauss-
ian noise. But the classic Gaussian filter often causes the
image blur. Several improvements have been made on the
basis of classical algorithms [13–16]. In a linear filter, the
weighted sum of the pixels within a continuous window
function is used to achieve smooth filtering of the image.
As a typical linear smoothing filter, the weight of the Gauss-
ian filter template is selected according to the shape of the
Gaussian function. While the steepness of the peak is deter-
mined by the parameter δ. The larger value of δ implies
stronger degree of smoothness. The ideal effect is that the fil-
ter only smoothens the noise signal, so the parameter δ cor-
responding to the noise signal pixel should be made as large
as possible, while the parameter δ corresponding to the noisy
region and the edge region should be as small as possible [1,
2, 10–12, 16, 17]. Therefore, the value of the parameter δ is
adjusted to determine the selected Gaussian filter while
switching the filter in the proposed system. The Gaussian fil-
ter under the switching rules is designed in the following:

Si x, y = Ii x, y ∗ Gi x, y ; δi =
f i x, y ∗Gi x, y ; δi
ni x, y ∗Gi x, y ; δi

=
f i x, y + f i

n x, y
2 δi

2
f ,  δi

2
f → 0,

ni x, y + ni
n x, y
2 δi

2
n,  δi

2
n ≫ δi

2
f ,

3

where Si x, y is the image signal after Gaussian filtering,
that is, the convolution of the image signal and the Gauss-
ian filter, Gi x, y ; δi is the two-dimensional Gaussian
kernel, δif is the steepness parameter under the original
image signal, δin is the steepness parameter under the noise
signal, and Ii x, y is the image signal that is composed of
the original signal f i x, y and the noise signal ni x, y .

Gi x, y = 1
2πδi2

exp −
x2 + y2

2δi2
4

The current pixel is x, y , and the size of the filter win-
dow is m × n. f i x, y is the signal after Gaussian filtering,
and the gray value of the corresponding image window
is as follows:

Mw x, y = 1
m × n

〠
m+1 /2

i=− m+1 /2
〠
n+1 /2

j=− n+1 /2
I x,y i, j 5

The difference between the gray values of the current
pixel and the window is as follows:

D x, y = I x, y −Mw x,y 6

When the window area is a fully smooth area, that is,
when the pixels in the window are equal to each other,

Mw x, y = 1
m × n

m × n I x, y = I x, y 7

Then we have: D x, y = I x, y −Mw x,y = I x, y −
I x, y = 0

If the current pixel is an isolated noise point in the
perfectly smooth area,

Di x, y = Ii x, y −Mwi x,y

= Ii x, y −
1

m × n
〠

m+1 /2

i=− m+1 /2
〠
n+1 /2

j=− n+1 /2
I x,y ,i i, j

= Ii x, y −
1

m × n
Ii x, y + m × n − 1 Ii x − 1, y − 1

= m × n − 1
m × n

Ii x, y − Ii x − 1, y − 1

≅ Ii x, y − Ii x − 1, y − 1
8

From these two extremes, it can be seen that the size of
Di x, y is inversely proportional to the smoothness of the
image. The smoother the image is, the smaller the D x, y
is, while the marginal zone is between the two extremes.

Therefore, let

δ =Di x, y = Ii x, y −Mwi x,y

= Ii x, y −
1

m × n
〠

m+1 /2

i=− m+1 /2
〠
n+1 /2

j=− n+1 /2
I x,y ,i i, j

9

The smoothness of the filter window is considered as a
scale parameter. The filter window within the gray mean
and the current pixel gray value of the difference is calculated
as the size of the scale, and the Gaussian filter is designed
as follows:

G x,y ,i i, j =
exp − i2 + j2/2δ2x,y ,i

∑1
i=−1∑

1
j=−1G x,y ,i i, j

Ii x, y −Mwi x,y

10

The above two filtering algorithms are improved algo-
rithms based on the median filtering and the Gaussian
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filtering, for the salt-and-pepper noise and the Gaussian
noise, respectively [18–21]. This paper directly references
these two improved filters as switching filter subsystems,
coupled with arbitrary switching rules, which constitutes
an arbitrary switching filter system.

5. Experimental Results and Analysis

In order to verify the filtering effect and the real-time perfor-
mance of the proposed algorithm, an interactive projection
system platform is designed based on Kinect depth image.
Figure 4 illustrates the schematic diagram of the designed
platform, while Figures 5(a) and 5(b) show the photograph
of the deep image interactive projection system platform
and the platform interface, respectively. The platform uses
OpenCV function library and Visual C++ 6.0 programming.
It has various functions including the real-time data acquisi-
tion, the filter, the demonstration, the algorithm simulation,
and the system control.

The platform shoots a video sequence of six frames with
512× 424 pixels in each frame. In order to highlight the filter-
ing effect, the density p = 20% salt-and-pepper noise is added
to frames 1, 3, and 5, while the standard deviation δ = 20
Gaussian noise is added to frames 2, 4, and 6. The effects of
the adaptive median filtering, the adaptive adjustment
Gaussian filtering, and the arbitrary switching filtering algo-
rithm are, respectively, compared. The subjective and the
objective criteria are used to evaluate the filtering effect.

5.1. Subjective Evaluation. In order to verify the effectiveness
of the proposed filter, the simulation results of different filter-
ing algorithms are compared in MATLAB 6.5 environment.
The first simulation results are shown in Figure 6. Frames
1, 3, and 5 are the images of added density p = 20% salt-

and-pepper noise, and frames 2, 4, and 6 are the images of
added standard deviation δ = 20 Gaussian noise, as shown
in Figure 6(a). Firstly, all the noise-contaminated images
are filtered by median filter and the filtering effects are shown
in Figure 6(b). Secondly, all the noise-contaminated images
are filtered by Gaussian filter and the filtering effects are
shown in Figure 6(c). Lastly, all the noise-contaminated
images are filtered by the proposed filter and the resultant
filtering effects are shown in Figure 6(d).

It can be seen that the noise caused by the salt-and-
pepper noise is almost completely filtered after adaptive
median filtering. However, the white noise of the images pol-
luted by the Gaussian noise is still obvious. Similarly, after
adjusting the Gaussian filter adaptively, the white noise of
the images polluted by Gaussian noise is noticeably reduced
and the image becomes smooth. However, the added salt-
and-pepper noise in the image is still existed. Thus, for ran-
dom noise, only one filter algorithm is ineffective. It can be
observed from the arbitrary switching-filtered images that
each frame image has better filtering effect compared to the
single filter algorithms.

In order to further validate the filtering effect, the filter
simulations are performed again. Similar to the first experi-
ment, the density p = 25% salt-and-pepper noise is added to
frames 1, 3, and 5, and the standard deviation A = 25 Gauss-
ian noise is added to frames 2, 4, and 6. The second experi-
mental results are shown in Figure 7. It can be seen that the
second simulation results are consistent with the first. The
adaptive median filtering or the adaptive adjustment Gauss-
ian filtering only has a significant effect on a single noise,
while the arbitrary switching filtering has a relatively high
probability of switching to the corresponding most efficient
filtering algorithm for any frame image, enabling smooth
and efficient filtering.

Computer

Projector

Kinect

The target body

Figure 4: Schematic diagram of the interactive projection system based on Kinect depth image.
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5.2. Objective Evaluation. The objective evaluation uses
the PSNR (peak signal-to-noise ratio) to measure the filter
quality numerical index. It is defined as follows:

MSE = 1
M ×N

〠
M

i=1
〠
N

j=1
f y i, j − δ i, j

2
, 11

PSNR = 101g 2552
MSE , 12

where M and N are the length and the width of the image,
respectively. MSE is the mean square error between the

original image and the processed image. The smaller the
MSE is, the closer the filtered and the original images are.
The larger the PSNR is, the better the filtering effect is.

MATLAB is used to calculate the peak signal-to-noise
ratios of the images subjected to three different filters, the
adaptive median filter, the adaptive adjustment Gaussian fil-
ter, and the switching filter. The PSNR values of Figures 4
and 5 are shown in Tables 1 and 2, respectively.

It can be seen from the tables that the PSNR values of sev-
eral frames with added salt-and-pepper noise are larger by
adaptive median filtering than the PSNR values of several
frames with Gaussian noise. After adjusting the Gaussian
filter adaptively, the PSNR values of several frames with

(a) Laboratory-built depth image interactive projection system platform

(b) Depth image interactive projection system platform interface

Figure 5: Interactive projection system platform and interface based on depth image.
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Gaussian noise are larger than the PSNR values of the few
images with added salt-and-pepper noise. The filter proposed
in this paper has small variation in the PSNR values of vari-
ous noises with overall value of about 30.It is shown that
the Gaussian filter is most suitable for Gaussian white noise
and the median filter is more suitable for the salt-and-
pepper noise. The proposed switching filter has small effect
on the processing of various noises, and the processing effect
is clearly better than the other two filters.

5.3. Runtime Comparison. The original intention of this
paper is that the improved switching filtering algorithm is
better than the single filtering algorithm and is less time-
consuming than the hybrid filtering (that is, multiple filtering
of one frame of image). Thus, the balance between precision
and real time can be realized. In order to verify the timeliness
of arbitrary switching filter, a time calculation statement in
the program is added to obtain the total time for the six frame
graphs with different filtering algorithms. The runtimes of
two experiments are shown in Table 3.

Table 3 shows that although the runtime of the pro-
posed arbitrary switching filter is longer than the adaptive
median filter and the adaptive adjustment Gaussian filter,
it is shorter than that of the hybrid filter. Therefore, the
optimization of the switching filter algorithm’s runtime can
be achieved.

Remark 1. In this paper, the proposed switching filtering
algorithm can effectively filter the noise, improve the posi-
tioning accuracy, and enhance the quality of the human-
computer interaction. By comparing with traditional filter
algorithm without switching filtering method, the presented
arbitrary switching filter algorithm based on Kinect sensor
has the main advantages: (1) the switching filter algorithm
based on arbitrary switching rules is proposed for the image
noise preprocessing of interactive projection system, (2) the
two switching filtering subsystems of adaptive median filter-
ing and adaptive adjustment Gaussian filtering are employed
to constitute an arbitrary switching filter system, and (3) the
proposed arbitrary image filtering algorithm is applied to
image noise preprocessing of interactive projection system,
and the balance between the accuracy and the real time has
been achieved.

Remark 2. As we have known, switching rules play an impor-
tant role in improving the stability and robustness of the
image noise preprocessing of interactive projection system.
The arbitrary switching is random and cannot guarantee that
each frame of the image is switched to the suitable adaptive
filtering algorithm [22–25]. Therefore, the switching algo-
rithm with arbitrary switching rule needs to be improved in
terms of accuracy and the switching rules can be optimized
in the next step. In future work, the average dwell time

Frame 1 Frame 2 Frame 3 Frame 4 Frame 5 Frame 6

(a) Depth map with noise

Frame 1 Frame 2 Frame 3 Frame 4 Frame 5 Frame 6

(b) Adaptive median-filtered images

Frame 1 Frame 2 Frame 3 Frame 4 Frame 5 Frame 6

(c) Adaptively adjust the Gaussian-filtered images

Frame 1 Frame 2 Frame 3 Frame 4 Frame 5 Frame 6

(d) Arbitrary switching-filtered images

Figure 6: Filter results for the first simulation.
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switching method or the event-driven switching method will
be considered to improve the filtering accuracy and the
robustness for the image processing filter system [24–31].

6. Conclusion

In this paper, the switching system is introduced into the
Kinect depth image filtering process for the first time and
an arbitrary switching filter algorithm is proposed. For each
frame image, the suitable adaptive filtering algorithm is
selected by arbitrary switching rule according to the main

Frame 1 Frame 2 Frame 3 Frame 4 Frame 5 Frame 6

(a) Depth map with noise

Frame 1 Frame 2 Frame 3 Frame 4 Frame 5 Frame 6

(b) Adaptive median-filtered images

Frame 1 Frame 2 Frame 3 Frame 4 Frame 5 Frame 6

(c) Adaptively adjust the Gaussian-filtered images

Frame 1 Frame 2 Frame 3 Frame 4 Frame 5 Frame 6

(d) Arbitrary switching-filtered images

Figure 7: Filter results for the second simulation.

Table 1: Peak signal-to-noise ratio for each image after the first test. p = 20% and δ = 20.

Frame 1 Frame 2 Frame 3 Frame 4 Frame 5 Frame 6

Adaptive median filter 34.956 19.345 38.394 18.124 37.378 18.532

Adaptive adjustment Gaussian filter 17.642 36.014 16.271 35.662 18.972 33.097

Arbitrary switching filter 33.394 32.856 29.756 31.956 28.410 27.642

Table 2: Peak signal-to-noise ratio for each image after the second test. p = 25% and δ = 25.

Frame 1 Frame 2 Frame 3 Frame 4 Frame 5 Frame 6

Adaptive median filter 31.871 20.404 32.197 19.265 34.649 21.762

Adaptive adjustment Gaussian filter 16.973 33.197 17.539 33.378 17.026 31.824

Arbitrary switching filter 30.478 30.793 32.840 31.956 29.649 29.857

Table 3: Comparison of runtimes for different filtering algorithms.

First runtime
(ms)

Second runtime
(ms)

Adaptive median filter 1137 1248

Adaptive adjustment Gaussian
filter

1876 2095

Hybrid filter 3295 3466

Arbitrary switching filter 2049 2276
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noise. The experimental results have demonstrated that the
filtering effect of the proposed arbitrary switched filter is bet-
ter and the running time is shorter than that of the general
algorithms, which realize the balance between filter accuracy
and real time. Thus, the proposed switching filter method can
be applied to image processing system, pattern recognition
system, gesture control system, etc.
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