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The arrival of the era of big data has provided a new direction of development for internet financial credit collection. First of all, the
article introduced the situation of internet finance and traditional credit industry. Based on that, the mathematical model was used
to demonstrate the necessity of developing big data financial credit information. Then, the Internet financial credit data are
preprocessed, the variables suitable for modeling are selected, and the dynamic credit tracking model of BP neural network
based on adaptive genetic algorithm is constructed. It is found that both LM training algorithm and Bayesian algorithm can
converge the error to 10e-6 quickly in the model training, and the overall training effect is ideal. Finally, the rule extraction
algorithm is used to simulate the test samples. The accuracy rate of each sample method is over 90%, and some accuracy rate is
even more than 90%, which indicates that the model is applicable to the credit data of big data in internet finance.

1. Introduction

The credit system is the cornerstone to the development of
the market economy and the financial industry. A sound
credit system helps create a good consumer environment,
effectively prevents the spread of credit risks, and promotes
the healthy development of the economy [1]. Internet finance
has been regarded by more and more scholars as the new
engine of economic growth, and relying on big data to estab-
lish the credit system has become an inevitable choice for the
development of internet finance.

Many researchers have put forward some creative ideas
for the credit reporting system of big data [2]. However,
due to the fact that large data credit is a brand-new concept,
there are relatively few literatures directly related to it, and
the related research lacks systematisms and depth. Only the
whole idea of building a big data credit system was explored
[3], and there was no reasonable evidence for feasibility anal-
ysis. In view of this, under the background of big data of
Internet finance and domestic traditional credit investigation
industry, the construction of personal credit investigation
system is discussed. The development of the research is
mainly reflected in three aspects. First, based on economic

theory, concepts of credit information costs and potential
risk costs are raised and the use of quantitative models to
demonstrate the necessity of developing big data credits.
Second, ingeniously introduce conducts and contacts of
Internet data into BP neural network algorithms based on
adaptive genetic algorithms. A credit-tracking model based
on big data was constructed. Third, the application of the
model was briefly described.

2. Internet Finance and Credit Industry

2.1. Internet Finance. Finance is at the core of modern eco-
nomic operations, and financial viability determines the
quality and potential of the overall economy. Financial
dynamism depends on the ability of the financial system to
accept new concepts and apply new technologies. However,
with the application and popularization of Internet technol-
ogy in the financial field, the traditional finance has been
rapidly transformed from the economic field into a new
industry—Internet finance [4]. Internet finance refers to the
traditional financial institutions and Internet enterprises
using Internet technology and information and communica-
tion technology to achieve financing, payment, investment,
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and information intermediary services. It is not only different
from the indirect financing of commercial banks but also
different from the direct financing of the capital market
information finance business model. Internet finance is a
new type of business generated by the cross-border integra-
tion of the traditional financial industry with the Internet
industry with new technologies such as cloud computing,
big data, and mobile payment [5].

2.2. Traditional Credit Investigation Industry. The essence
of internet finance is finance, and the core of finance is
credit. Therefore, the credit information system is an effec-
tive constraint mechanism to ensure the integrity of the
financial market.

The traditional personal credit system in the financial
industry is inefficient, narrow coverage, and slow update of
data, which cannot satisfy the control of personal credit risk
of Internet finance. At present, China’s credit reporting
system is mainly represented by the People’s Bank of
China Credit Reporting Center; there are also local govern-
ment and its functional departments led by the government
credit reporting system, as well as the market-oriented
credit reporting system represented by the eight credit
reporting companies that have obtained the licenses of
individual credit institutions [6], as shown in Figure 1.
At the same time, China also issued some more authorita-
tive regulations and regulations on the establishment of a
credit information system.

3. Mathematical Models

Based on the knowledge of economics, the concepts of credit
costs and potential risk costs are proposed in this paper.
Starting from the three characteristics of big data credit,
using mathematical models to demonstrate the necessity of
developing big data personal credit is put forward.

3.1. Analysis of Idea. Compared with the superiority of tradi-
tional credit information, big data credit can be measured
from two dimensions of efficiency and cost [7]. Because of
the three characteristics of timeliness, accuracy, and econo-
mies of scale in big data credits, the study believes that big
data credits are superior to traditional credit information in
terms of efficiency [8]. This paper will focus on the field of

personal credit reporting from the cost dimension and then
demonstrate the necessity of developing large data credit.
The reasoning argument is based on the three characteristics
of big data credits. By setting assumptions and constructing a
mathematical model, the total social costs incurred by the
two are compared.

The cost of traditional credit information mainly
includes credit cost, potential risk cost, and other costs [9].
Firstly, each additional coverage of the credit system will
result in the corresponding operating costs, which are
derived from the data acquisition, data analysis, personnel
employment, and other necessary aspects of credit, and
defined as the cost of credit; secondly, even if the credit
bureaus do not continue to expand their credit coverage, they
still need to provide services to the creditworthy groups and
pay for necessary equipment maintenance costs. This part
of the cost is defined as other costs. Finally, based on eco-
nomic rational people assumptions, any information subject
is a potential defaulter. The purpose of credit investigation is
to prevent the credit risk brought about by breach of con-
tract. Conversely, without credit checking, potential risks
can be generated, which is called potential risk cost. Credit
evaluation of information subjects through credit informa-
tion can effectively reduce potential risk costs but cannot
eliminate them.

As a brand-new information network technology, large
data credit reporting technology research and develop-
ment, supporting infrastructure is needed. Therefore, large
data credit has three costs of traditional credit, but at the
same time, it also needs technical input, that is, technical
cost [10].

3.2. Assumed Conditions and Variable Settings. For the sake
of discussion, set the following six assumptions [11].

First, the information subject is homogenous, and there is
no difference in the potential risk cost caused to the credit
system. Assuming that the potential risk cost per unit time
of the nonaccepting information subject is p, and the poten-
tial risk cost per unit time after accepting the traditional
credit and large data credit is p1 andp2, respectively.

Second, the current population N is a fairly large value.
Both the big data credit and the traditional credit informa-
tion cannot include the entire population within the scope
of the credit investigation within the time frame studied by
the institute and do not consider the population growth.

Thirdly, the speed of credit information is defined as the
number of people newly covered by the credit system in a
given period of time. It is assumed that once an information
subject has been included in the credit system, it will not need
to reconduct it, and the traditional credit and big data credits
are m1 andm1, respectively.

Fourth, the current credit system coverage is 0, and it is
assumed that big data credits and traditional credits have
the same credit cost β when the coverage is zero.

Fifth, big data credits need to invest a fixed technical cost
A per unit of time, regardless of the diminishing cost of tech-
nology brought about by the maturity of big data credits.

Sixth, big data credit and traditional credit have the same
other cost R T .
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Figure 1: Reference elements of the traditional credit scoring
model.
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Based on the three characteristics of big data credit, this
paper analyzes the difference in cost between big data credit
and traditional credit information [12].

First, due to the timeliness of big data credits, the study
considers that big data credits have higher credit reporting
speeds than traditional credit information, that is, m1 <m2.

Second, because the assessment results of big data credits
are more accurate, the study considers that big data credits
can reduce the potential risk cost more effectively than tradi-
tional credit information, that is, p1 > p2.

Thirdly, due to the scale effect of big data credits, the
study considers that the credit cost of big data credits does
not increase with the expansion of credit coverage, that is,
the credit cost β of the unit population remains unchanged.
The credit information cost of the traditional credit reporting
unit population will increase with the increase in the number
of people covered. For ease of discussion, the article sets the
growth of its credit cost as a linear model n − 1 α + β [13],
where n is the number of people covered by the current
credit system.

3.3. Model Construction and Solution. The study will use time
T as an independent variable and set the current time point
as T = 0 to analyze the total social cost accumulated on
0, T for traditional credit andbigdata credits.When the time
isT , the populations covered by traditional credit and big data
credits are m1T and m2T , respectively. And the uncovered
populations areN −m1T andN −m2T , respectively.

The total social cost of traditional credit information on
0, T is C1 T , which is the sum of credit cost, potential risk
cost, and other costs:

C1 T = 〠
m1t

n=1
n − 1 α + β +

T

0
p N −m1t dt +

T

0
p1m1tdt + R T

1

The total social cost C2 T of 0, T for big data credit is
the sum of credit cost, potential risk cost, other cost, and
technical cost:

C2 =m2Tβ +
T

0
p N −m2t dt +

T

0
p2m2tdt + R T + AT

2

For all T , there are

C T = C1 T − C2 T

= 〠
m1t

n=1
n − 1 α + m1T −m2T β +

T

0
p m2t −m1t dt

+
T

0
p1m1 − p2m2 tdt − AT

3

Finding the first and second derivatives of C T yields

C′ T =m2
1Tα + m2 p − p2 −m1 p − p1 T

+ m1 −m2 β −
m1α

2 − A,
4

C″ T =m2
1α + m2 p − p2 −m1 p − p1 5

Since m1 <m2 and p1 > p2 > p3, C″ T > 0 is obtained,
and the derivative C″ T monotonously increases in the
interval 0, T , and C″ T < 0. Judging that C T shows a
trend of decreasing first and then increasing, there is a mini-
mum value and no maximum value. Based on the assump-
tion of N infinity, there must be a bit of TE in the interval
of 0, T , makingC T = 0.

Let C1 T = C2 T , get

TE =
2A + m1 −m2 β

m2
1 + m2 p − p2 −m1 p − p1

> 0 6

When T < TE , C T < 0, that is, the total social cost of
crediting using big data is greater than the total social cost
of traditional credit information; and when T > TE , the total
social cost of credit using big data is less than the total social
cost of traditional credit information.

Defining T < TE and T > TE as short term and long
term, the following conclusions are drawn: in the short
term, due to the high technical cost of investing in big data
credits, traditional credit has more advantages in terms of
cost; but in the long run, large data credit has three charac-
teristics: timeliness, accuracy, and economies of scale.
Whether from the perspective of efficiency or cost, large
data credit is superior to traditional credit. Therefore, in
the theoretical level, it is necessary to develop large data
credit reporting.

4. Management of Big Data Based on Internet
Financial Credits

After demonstrating the necessity of big data credit, the
credit tracking model based on adaptive GA-BP neural net-
work will be studied. Before this, first explain big data and
do preprocessing.

4.1. Credit Market Big Data Overview. The unbalanced open-
ing of the central bank’s credit system still remains unsolved.
At least the central bank’s attitude is clear and supports the
development of internet finance, and it is believed that inter-
net finance is a useful complement to traditional finance [14].
Most of them leave credit data in the databases of other insti-
tutions outside the bank credit system and Internet compa-
nies. Internet credit companies have a strong demand for
credit ratings for lenders’ credit ratings. The market sponta-
neously formed a unique risk-control ecological field. Large
companies use self-built credit rating systems through data
mining; small companies obtain credit rating consulting
services through third-party information sharing.

3Complexity



4.2. The Source of Big Data. E-commerce big data are used for
risk control. After all the information is aggregated, the
values are entered into a network behavior scoring model
for credit rating. Big data on credit card websites is also very
valuable for risk control of Internet finance. The year of
credit card application, whether it passes, credit line, card
type, credit card repayment amount, attention to preferential
information, etc. can be used as reference data for credit rat-
ing: use social network relationship data and mutual trust
between friends to aggregate popularity [15].

The borrower is divided into several credit ratings, but
it is not necessary to publish their own credit history. In
addition, water and electricity bill payment information
in Taobao, credit card repayment information, payment,
and transaction information have become data all-round
players: the credit big data includes credit limits and
default records. The direction of third-party payment plat-
form payment, the amount of monthly payments, and the
purchase of product brands can all be used as important
reference data for credit rating: big data such as water
for life service websites. Electricity, gas, cable television,
telephone, network fees, and property fee payment plat-
forms objectively and truly reflect the basic information
of individuals and are an important type of data in credit
rating, as shown in Figure 2.

4.3. Internet Credit Data Preprocessing. Through the con-
struction of the user’s credit image, it is possible to rationally
organize and store the dimensions of the complex, diverse,
widely distributed, and heterogeneous platforms on the
Internet. However, big data are sparsely populated and
online and offline behaviors of users are widely distributed
and extremely difficult. Full collection and coverage and user
behavior preferences are also different; there are significant
differences in the behavior of different categories, resulting

in the possibility of user behavior information missing rate
of more than 50%, plus the data source instability caused
by the lack of data and inconsistencies. The problem has
caused us to preprocess large data before using it to model
financial information, ensuring that the data meet the model-
ing requirements. Pretreatment mainly starts from the
following aspects.

4.3.1. Data Cleaning. The purpose of data cleaning is mainly
to deal with the data problems found in the process of data
verification. Its purpose is to solve the problems of incom-
plete data, inconsistent data, and data noise. During the data
cleaning process, the data are properly processed and
adjusted for problematic data so that it can meet the require-
ments of modeling as much as possible because the quality of
the model largely depends on the amount of modeling data; if
the adjusted data are still unavailable, they need to be deleted
[16]. In the specific cleaning process, the uniqueness, com-
pleteness, validity, relevance, timeliness, and consistency
must be ensured.

The binning method is a commonly used method in
the data cleaning process. Its core idea is to smooth the
value of the current data by the value of the surrounding
data. There are mainly three methods for data smoothing,
as shown in Table 1.

Threedata smoothingmethods and specific steps are given
in Table 1, so we can choose the appropriate data smoothing
method according to the characteristics of the data.

4.3.2. Univariate Analysis. The purpose of univariate analysis
is to determine the variables that satisfy the following two
conditions [17]:

(1) Conforming to actual business significance

(2) High discrimination ability for the analysis object

Risk control related big data

E-commerce website big data

Social website big data

Small loan website big data

Payment website big data

Life service website big data

Representing a company or product

Ali, Jingdong, Suning

Silver rate network

Sina Weibo, Tencent Wechat

Peer-to-peer lending

Alipay Yi Bao

Ping An Account

Credit card website big data

Figure 2: Data sources.

Table 1: Summary of data smoothing methods.

Method name Specific steps

Smooth by average Average the data in the box and replace all values in the box with the average

Smoothed by boundary values Replacing each value in the box with the smallest boundary value

By median smoothing Take the median of the box to replace all the data in the box
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The results obtained through univariate analysis are a set
of variables that are basically suitable for modeling, while
reducing the complexity of later multivariate analysis.

At this stage, usually from the analysis of the ability to
distinguish the variables, the following method is used to
analyze the variables several times, until the variables meet
the above requirements, as shown in Figure 3:

4.3.3. Multivariate Analysis. Through multivariate analysis,
the combination of model variables that meet the following
three conditions can be determined:

(1) Low correlation between variables

(2) The model has stable and high discrimination ability

(3) The model contains as many different types of infor-
mation as possible

4.3.4. Big Data Processing Flow. The first stage of the process
is shown in Figure 4. Through the steps of data collection,
data cleaning, and variable analysis, the user’s portrait data
are converted to data available for risk assessment modeling
of large data; then, the effectiveness of univariate analysis
and cross-variables is performed through binning, and then,
multivariate analysis is performed. According to the princi-
ples of comprehensiveness, scientific, feasibility, and measur-
ability, the variables suitable for modeling are selected and
the BP neural network-based credit tracking model is intro-
duced, as shown in Figure 4.

So, a tracking indicator system was constructed, as shown
in Table 2.

According to expert experience, knowledge, and intuition,
initial values of various indicators are obtained in Table 2.

5. A Dynamic Credit Tracking Model of BP
Neural Network Based on Adaptive
Genetic Algorithm

Firstly, a dynamic credit tracking model was built. Then, the
model was simulated using the MATLAB neural network
toolbox. Finally, the model was used to train 20 samples col-
lected through the network using LM training algorithm,
Bias algorithm, and momentum gradient algorithm, and the
remaining 8 samples were simulated. There are three reasons
for the number of samples selected:

(1) There are many indicators, and the horizontal data
are more

(2) The data preprocessing is reduced by a part

(3) The amount of data is large

However, only 20 samples were selected for analysis due
to objective reasons. Very good simulation results were
achieved, as shown in the flowchart in Figure 5.

As a powerful tool for studying complexity, BP (Back
Propagation) neural network technology has demonstrated
extraordinary advantages in pattern recognition, classifica-
tion, prediction, and rating in recent years. It has a powerful
parallel processing mechanism and is highly self-learning
and self-developed. Adaptability, there are a large number
of adjustable parameters inside, thus making the system
more flexible and able to handle any type of data, which is
unmatched by many traditional methods. Through continu-
ous learning, neural networks can discover its laws from a
large amount of complex data of unknown patterns. It over-
comes the complexity of the traditional analysis process and
the difficulty of selecting the appropriate model function
form. It is a natural nonlinear modeling process. It is neces-
sary to distinguish what kind of nonlinear relationship
existed and brought great results to modeling and analysis.
When the method is applied to credit risk analysis, the input
of a series of popular credit indexes can be processed, and the
corresponding credit rating output can be produced, and the
experience, knowledge, and intuitive thinking of experts can
be reproduced, thus ensuring the objectivity of the evaluation
and prediction results. Because the initial weights of the BP
neural network are randomly generated and the training
speed is slow, there are problems such as local minimum
values [18]. Therefore, these defects can be improved to some
extent through the combination of genetic optimization and
BP neural networks.

5.1. Dynamic Tracking Model Index System Construction.
Basedon theprinciples of comprehensiveness, scientific, feasi-
bility, and testability, after preprocessing the data, this paper
finally selected two first-level indicators and a total of 11
second-level indicators to construct a dynamic credit tracking
evaluation index system. The design steps are as follows.

Firstly, the initial indicators were determined. Through
drawing lessons from FICO’s credit scoring index system in
the United States, the personal credit evaluation index system
of commercial banks, and the actual experience and expert
opinions of China’s public credit management, this paper
obtained a number of preliminary indicators that reflect the
public credit rating and then classify the goals by connotation.
It is a set of three key indicator sets, that is, a first-level
indicator. Each indicator set contains multiple secondary
indicators that reflect its connotation and are operational.

Secondly, according to the three principles of the same
indicators with the same connotation to be merged, the cause
and effect of the indicators of cause and effect, and poor oper-
ability to find alternative indicators, the indicators were
screened by the Delphi expert assessment method and related
analysis methods; for example, we removed the obstacles

Economic
implication

analyis

Variable
conversion

Variable
discrimination
ability analysis

Figure 3: Univariate analysis.
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such as “asset-liabilities ratio” and “ineffectiveness” and then
removed the indicators “vehicles” and “blacklist of personal
credit information.” The presurvey shows that the indicator
has strong homogeneity. Finally, it simplifies the indicator
“personal annual expenditure,” and the correlation analysis
shows that it is strongly related to “U21 Contact the bank.”

Thirdly, expert circular appraisal and revision are per-
formed on the selected credit index to form the final credit
index system. In order to ensure the quality of the index sys-
tem, we must further find relevant experts to demonstrate.
Experts who are invited here should not repeat the experts
who collect and screen indicators. After the experts have dem-
onstrated and revised the credit index system, they have con-
ducted presurveys and solicited opinions from the surveyed

people. Such a cycle can then be determined as the final credit
index system.

Finally, determine the scoring criteria. Through the
Delphi expert evaluation method, the opinions and opinions
of internal and external experts were investigated and repeat-
edly integrated. Finally, they obtained the unanimously
agreed opinions and opinions as the basis of the index scor-
ing standards. For example, with the “Contact with Banks”
as an example, the more contacts there are, the stronger the
repayment willingness and the better the credit status, so
the “contact with the bank” is assigned 5 points in descending
order, 3 points, 0 point is similar to other indicators are
assigned in order. So, a tracking indicator system was
constructed, as shown in Table 3.

Start

Financial credit
tracking model 

Data collection

Data clearing

Univariate analysis

Multivariate analysis
Generate cross variables. Split

binning of crossover variables and
analyze the effectiveness of

crossover variables

Splitting categorical variables and
continuous variables to analyze
the effectiveness of univariate

variables 

Figure 4: Big data processing flow.

Table 2: Sample.

Serial number index U11 U12 …… U15 U16 U21 U22 …… U25 U26 U31 …… U34 Credit rating score

1 5 5 …… 5 5 1 1 …… 3 1 4 …… 3 2

2 3 3 …… 3 3 5 3 …… 3 3 4 …… 3 2

3 5 1 …… 3 1 5 1 …… 1 3 5 …… 3 2

…… …… …… …… …… …… …… …… …… …… …… …… …… …… ……

8 5 4 …… 5 1 3 3 …… 4 3 3 …… 5 2

9 3 4 …… 5 5 3 1 …… 5 3 4 …… 3 2

10 3 3 …… 1 5 5 1 …… 1 1 5 …… 5 1

…… …… …… …… …… …… …… …… …… …… …… …… …… …… ……

15 5 5 …… 3 5 3 1 …… 1 4 4 …… 5 2

16 5 3 …… 1 1 1 3 …… 3 3 5 …… 1 1

17 3 1 …… 3 3 5 1 …… 4 1 4 …… 5 2

…… …… …… …… …… …… …… …… …… …… …… …… …… …… ……

22 3 5 …… 5 3 3 1 …… 5 5 4 …… 5 2

23 5 1 …… 3 5 1 1 …… 4 4 3 …… 3 2

24 3 4 …… 5 5 1 1 …… 3 1 4 …… 3 2

…… …… …… …… …… …… …… …… …… …… …… …… …… …… ……

6 Complexity



5.2. Construction of Dynamic Credit Tracking Model Based
on BP Neural Network Based on Adaptive Genetic Algorithm

5.2.1. Genetic Algorithm. The genetic algorithm is an algo-
rithm that simulates the rules of the survival of the fittest in
the natural world. It selects, crosses, and mutates the popula-
tion to obtain the optimal individual population method. The
optimization process of the traditional genetic algorithm is as
follows [19]:

(1) According to the characteristics of the problem to be
dealt with, select the code corresponding to the prob-
lem solution, and give an initial population, which
includes N chromosomes

(2) Calculate the fitness function value for each chromo-
some in the initial population

(3) When the result of an iteration of the genetic algo-
rithm meets the condition of stopping the iteration,
the algorithm stops iterating. Otherwise, a random
probability value is used to randomly select N
chromosomes from the old population, and the new
population composed of these chromosomes is
next iteration

(4) Crossing to obtain a cross set of N chromosomes, the
new generation of individuals will inherit the previ-
ous generation of information

(5) Set a small mutation probability to allow certain
genes in the chromosome to mutate, obtain new pop-
ulations to enhance individual fitness, and repeat (2)
the calculation process

Constructing credit tracking model
(BP neural network)

Conclusions and policy
recommendations 

Model simulation
(based on MATLAB)

Model training
(20 internet survey samples)

Model simulation
(8 online survey samples)

Figure 5: Construction and application flowchart of dynamic credit
tracking rating model.

The setting of the crossover probability Pcand the muta-
tion probability Pm in the genetic algorithm will largely affect
the convergence of the genetic algorithm and increase the
error of the optimal solution and the real solution.

In general, the greater the value of the crossover probabil-
ity Pc, the faster the new individual will be produced, and the
value of the crossover probability Pc is too large, so that the
individual structure with a high fitness value is destroyed.
For the mutation probability Pm, if the value of Pm is too
small, it is not easy to generate a new individual; if the value
of Pm is too large, the algorithm is similar to the random
search algorithm.

Therefore, the crossover probability Pc and the mutation
probability Pm have a profound effect on the performance of
the algorithm. Therefore, the crossover probability and
mutation probability that can be adaptively adjusted are used
to ensure the diversity of the group:

Pc =
1

e −k1Δf + 1
, 7

Pc = 1 − 1
e −k2Δf + 1

8

Among them, Δf means the difference between the max-
imum fitness value and the average fitness value of each chro-
mosome individual; k1 and k2 represent the adjustment rate,
and they all take a value of 1. Through the adaptive genetic
algorithm, the ability of the genetic algorithm to search the
global optimal solution can be effectively improved, and the
problem of falling into local optimization can be avoided.

5.2.2. Neural Network. Neural networks have been widely
used in the field of bank risk management. A certain struc-
ture of BP neural network has the ability to predict and clas-
sify similar data after training with given sample data.
Applying this feature of BP neural network, according to
the established personal credit risk tracking index system, a
three-layer BP neural network model was established. The
number of input nodes is equal to the number of feature var-
iables in the index system; the number of output nodes is one,
and the level of personal credit can be determined according
to the output value; the method of determining the hidden
layer nodes is to determine the excessive hidden layer nodes
first, after training, and then according to the training results
are pruned [20].

The connection weight between nodes selects the random
number in the interval [−1, 1], and the optimal initial weight
of the BP neural network is determined by the adaptive
genetic algorithm. The transfer function of each layer is tan-
sig, and the transfer function of the second layer is purelin, as
shown in Figure 6.

5.3. Dynamic Credit Tracking Model Training

5.3.1. Model Training Steps. According to the previously
established tracking index system, a certain amount of per-
sonal data is selected in the personal credit database, each
of which contains a corresponding personal credit level L,
represented by the vector Aj = a1, a2,… , an, d , where ai is

7Complexity



T
a
bl
e
3:
T
ra
ck
in
g
in
di
ca
to
r
sy
st
em

.

Fi
rs
t-
le
ve
li
nd

ic
at
or
s

Se
co
nd

ar
y
in
di
ca
to
rs

In
de
x
sc
or
e

U
1
pe
rs
on

al
ba
si
c
in
fo
rm

at
io
n

U
11

se
x

M
al
e

5
Fe
m
al
e

3

U
12

ag
e

A
ge
s
23

to
27

3
A
ge
s
28

to
32

4
32

ye
ar
s
of

ag
e
or

ol
de
r

5
A
ge

22
an
d
be
lo
w

1

U
13

ed
uc
at
io
n
le
ve
l

Ju
ni
or

co
lle
ge

an
d
be
lo
w

1
U
nd

er
gr
ad
ua
te
co
ur
se

3
M
as
te
r
or

ab
ov
e

5

U
14

m
ar
ri
ag
e

M
ar
ri
ed

5
U
nm

ar
ri
ed

3
D
iv
or
ce
d

1

U
15

re
gi
st
er
ed

pe
rm

an
en
t
re
si
de
nc
e

R
ur
al

1
In

th
is
ci
ty

5
O
th
er

ci
ty

3

U
16

ad
m
in
is
tr
at
iv
e
le
ve
l/
po

si
ti
on

D
iv
is
io
n/
ge
ne
ra
lm

an
ag
er

or
ab
ov
e

5
Se
ct
io
n/
pa
rt
m
an
ag
er

3
O
th
er

1

U
17

pe
rs
on

al
an
nu

al
in
co
m
e

O
ve
r
10
0,
00
0
yu
an

5
30
,0
00

to
10
0,
00
0
yu
an

4
10
,0
00

yu
an

to
30
,0
00

yu
an

3
Le
ss
th
an

10
,0
00

yu
an

1

U
2
pe
rs
on

al
cr
ed
it
in
de
x

U
21

co
nt
ac
t
th
e
ba
nk

K
ee
p
in

to
uc
h

5
Fr
eq
ue
nt

co
nt
ac
t

4
O
cc
as
io
na
lly

co
nt
ac
t

3
N
ev
er

co
nt
ac
t

1

U
22

lo
an

ba
nk

ac
co
un

t
st
at
us

H
av
e
a
lo
an

ac
co
un

t
3

Sa
vi
ng
s
ac
co
un

t
5

H
av
e
a
cr
ed
it
ca
rd

ac
co
un

t
4

T
he
re

is
no

ac
co
un

t
1

U
23

cr
ed
it
ca
rd
,m

or
tg
ag
e
de
lin

qu
en
cy

re
co
rd

0
5

1–
2
ti
m
es

3
3
ti
m
es

an
d
ab
ov
e

1

U
24

ba
d
re
co
rd
s
on

ta
xe
s,
ut
ili
ti
es
,e
tc
.

0
5

1–
2
ti
m
es

3
3
ti
m
es

an
d
ab
ov
e

1

8 Complexity



the corresponding feature variable in F′,ai=5, 3 or 0, n is the
number of elements in F′, n = 11, L ∈D, D = A, B, C,D ,
and n L is the position number of L in set D, 1 ≤ n L ≤ 4,
d = d1, d2,… , d4 , and dn l = 1, di = 0, 1 ≤ i ≤ 4, i ≠ n L
is personal credit rating vector. In the data set, part of
the data is randomly selected as a test data set for verifica-
tion of model training results; the remaining data are used
as a training data set for model learning.

a1, a2,… , an of each vector Aj of the training data set is
taken as the input of the model, and d is the target output
of the model. Let wlm be the connection weight of input layer
node l to hidden layer node m, vmp be the connection weight
value of hidden layer node l to output layer node p, and θ
and w are the determined threshold values. For a given
input a1, a2,… , an, the activation function of hidden node
m is tansig, and the activation function of output node p
is purelin.

When the genetic algorithm optimizes the initial weights
of the BP neural network, a fitness function needs to be set to
determine the probability that the individual is selected.
Since the fitness value of the genetic algorithm is continuously
increased during the search process of the optimal value, the
fitness function can be set as the following expression:

f itness = 1
∑N

i=1 yi − xi + ζ
, 9

where xi represents the actual credit score data; yi represents
the credit score data predicted by the BP neural network; N
represents the number of samples; ζ is a smaller value, avoid-
ing 0 as the denominator.

Then, according to the genetic algorithm optimization
step introduced, the initial weight of the BP neural network
is determined.

For each sample data in the training data set, if

max
p

βp − dp ≤ η1 max
p

βp − dp ≤ η1, 10

then the training data set can be correctly classified,
where 0 < η1 < 1/2. The test data set is used to test
the trained model. If (10) is satisfied, the model train-
ing is completed; otherwise, the model is trained again.
The purpose of model training is to obtain a set of
weights w, v that can correctly classify personal credit
rating data.

After the model training is completed, a fully connected
three-layer BP network is obtained. The model pruning is
to delete some of the connections in the model according to
certain rules without affecting the accuracy of the model clas-
sification. In the weighted set w, v of the trained model,
under the condition that (10) is satisfied, for any wlm, if
it satisfies

max
p

vmp − vlp ≤ 4η2, 11

then delete wlm in the model. For any vmp, if satisfied

max
p

vmp ≤ 4η2, 12

then delete vmp in the model, where η2 > 0 and η1 + η2 <
1/2. If there is no weight that satisfies (11) and (12) in
the weight set w, v , ωlm associated with the vector
minimum product max

p
vmp − vlp is deleted in the weight

set w, v .
After the model training is completed, MATLAB will

automatically extract the model rules. The rule extraction is
to extract the classification rules in the pruned model, and

x1

x2

x
n

.

.

.

.

.

.

Y

Calculation process

Learning
process 

Error calculation
evaluation 

Enter Expected
output 

Output
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Weight correction
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Figure 6: Structure of credit tracking model based on BP neural network.
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the relationship between the input and output of the model
performance after the pruning is still more complicated.
The rule extraction algorithm firstly uses a clustering
method to discretely process the hidden layer activation
value. When certain accuracy of the model is ensured, the
input value and the hidden layer activation value are discre-
tized, and the number of discrete values can be conve-
niently managed. Second, enumerate the activation values
of the discretization, calculate the output of the model,
and generate complete rules from the hidden layer activation
value to the output. Third, for each hidden layer activation
value that appears in the above rules, the enumeration can
generate these hidden layer activations. Enter the value and
generate a complete rule from input to output, as shown in
Figure 7.

Using the above adaptive GA-BP neural network model,
it is possible to dynamically track the implementation of
credit rating changes and obtain the following credit rating
transition table, as shown in Table 4.

The credit rating is divided into four levels: A, B, C, and
D. When the probability of default does not exceed 5%, we
determine the risk classification of “Normal.” When the
probability of repayment does not exceed 5%, we determine
the risk classification of “Track.”

5.3.2. Result Analysis. After completing the design of the
model, the model was simulated by the MATLAB program.
20 samples were used for training. The results are shown in
Figures 8, 9, and 10. Both the LM training algorithm and
the Bayesian algorithm can converge to 10e-6, but momen-
tum gradient algorithm convergence is slow, but overall, the
model has achieved a good training effect and has a certain
application significance.

(1) LM Training Results. It can be seen from Figure 8 that the
target error 10e-6 is reached after five network training times;
the training speed is fast, and the training effect is good.

(2) Bayesian Training Results. It can be seen from Figure 8
that the target error 10e-6 is reached after 77 network train-
ing times, and the training speed is fast and the training effect
is good.

(3) Momentum Gradient Training Results. From Figure 10, it
can be seen that after the number of network trainings of
4381 times, the target error is 10e-2 and the training speed
is slow, but the training result is still within the allowable
error range.

5.4. Dynamic Credit Tracking Model Simulation. To test the
dynamic credit tracking model established above, the
remaining 8 test samples were input into the trained network
for testing. The network test output results are shown in
Figures 11, 12, and 13. Comparing the output of the network
with the expected output, it can be seen that the error is less
than the allowable error. Therefore, it is considered that the
network output is reasonable, and the trained network has
better generalization performance.

After simulation, the simulation results obtained are
shown in Table 5. The simulation accuracy rate of each sam-
ple method has reached more than 80%, and some even
reached more than 90%. The simulation results are very
good. It can be concluded that the evaluation model is feasi-
ble for comprehensive credit evaluation. This model can be
directly used to rating unknown samples, thus reducing the
evaluation workload, reducing the subjectivity of evaluation,
and improving the rationality of the rating results. The

Start

Initialize BP neural network weight and
genetic algorithm parameters 

Get BP neural network optimal weight

Output results

End

Genetic algorithm individual decoding

BP neural network training obtains
error as fitness value 

Adaptive genetic algorithm operation

Calculate fitness value

Satisfy the
end condition 

Calculation error

Weight update

Satisfy the
end condition

Figure 7: Flow diagram of BP neural network algorithm based on optimization of adaptive genetic algorithm.
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dynamic concept in the dynamic credit tracking model is
reflected in the time dimension. The index data of each per-
son are different in different periods, so the results predicted
by the model evaluation are different. The results are dis-
played in time series to reflect the dynamic concept.

As can be seen from Table 5, the simulation accuracy of
each sample method is over 80%, and some even reach
100%. The simulation results are very good.

5.5. Application of GA-BP Neural Network Model. Themicro-
level dynamic credit tracking model corrects the information
asymmetry of the loan, thereby regulating the behavior of the
relevant market entities. At the macro level, it is the service
supervision that promotes financial stability. Specifically,
the credit tracking model mainly achieves the following five
major functions: (1) automatically identify the credit risk of
the loan; (2) dynamically monitor the credit status of the
lender; (3) automatically alert the credit risk; (4) provide risk
analysis report and risk operation suggestion; and (5) reports
and risk operational advice.

The credit status of the lender has changed, and the rating
system needs to be rerated to reflect the true credit level in a
timely manner. A personal credit rating system based on the
lender’s personal basic information indicators including per-
sonal economic ability indicators and personal credit indica-
tors is established. The creditor’s credit file is established
based on the results of the credit rating in the personal credit
rating system. These files also contain subfiles in the modules
that will be mentioned below. Since the credit rating weight
and indicator scores in the personal credit rating system need
to be dynamically adjusted according to the changes of the
lender’s actual situation, the credit status in the personal
credit file is constantly changing.

In this paper, strict postloan risk monitoring was imple-
mented through the credit tracking model, and its functional
structure was divided into four modules according to
different degrees of loan expected default probability and

Table 4: Credit rating shift table.

Change in credit rating Risk classification Risk definition

A Normal Repayments may be stable and will not be breached. Probability of default will not exceed 5%.

B Attention Repayment may have certain doubts, default probability is generally between 5% and 20%.

C Focus on Repayment may have big doubts, the probability of default is roughly between 20%~95%.
D Track Repayment may be minimal, no more than 5%.
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Figure 8: LM training results.
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corresponding credit rating of the lender, namely contact
module, tracking and supervision module, warning module,
and disciplinary module. These four submodules are at dif-
ferent expected default probability and risk level, which
may exist at the same time, and may exist in turn as the risk
level changes with the extension of the loan period. The
specific design is as follows.

5.5.1. Contact the Module. The credit rating is attributed to
the contact module in the normal risk category, indicating
that the expected default probability is low, the credit rating
is increased, and the loan repayment may be stable. In the
contact module, a contact interval based on the probability
of default is set and issue different warning signals according
to different levels of expected default probability. Based on

this, the bank establishes a contact subfile in the credit file
and maintains different degrees of contact with the lender
accordingly, supervising its timely repayment during the
credit period. At the same time, the discount on the repay-
ment can be appropriately given.

5.5.2. Tracking and Urging Modules. Concerned about the
risk level in the personal credit rating system, a tracking
and supervision interval based on the corresponding
expected default probability is set. In the credit tracking
model, the expected default tracking index is determined,
that is, the best default probability under the bank utility
maximization (expected default loss and income equilibrium
state), and the default probability is used as a standard to
divide the three subintervals of high, medium, and low to
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Figure 10: Momentum gradient training results.

0 1 2 3 4 5 6 7 8
Sample number

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

Cr
ed

it 
ra

tin
g 

sc
or

e

L-M algorithm simulation

Simulation data
Raw data

Figure 11: LM test results.

0 1 2 3 4 5 6 7 8
Sample number

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5
Cr

ed
it 

ra
tin

g 
sc

or
e

Bayesian algorithm simulation results

Simulation data
Raw data

Figure 12: Bayes test results.

12 Complexity



reflect the change in credit status. Banks are advised to adopt
different tracking strategies. At the same time, a tracking
subfile is established in the credit file to record the credit sta-
tus of such lenders. For lenders who do not contact the bank
on time or do not contact the bank, they should reevaluate
their credit level, pay close attention to and promptly send
them a warning signal, or even urge them to repay in
advance. Lenders who do have difficulties in repaying loans
should be appropriately extended or reduced in order to
promote their repayment enthusiasm and help to improve
their credit level.

5.5.3. Early Warning Module. With the extension of the
repayment period, the credit status of the lenders is con-
stantly changing. The data analysis and evaluation in the
above files are combined to classify the lenders whose risk
level is on the suspicious level to establish an early warning
subfile to record their credit during the warning period. Sim-
ilarly, an early warning index that maximizes the utility of the
bank is established in this paper, which is the best expected
default probability, and correspondingly determines a warn-
ing expected default probability interval. For changes in the
probability of default within the warning interval, i.e.,
changes in credit status, it is recommended that banks adopt
different strategies to reduce losses.

5.5.4. Disciplinary Modules. For lenders at risk levels of loss,
the probability of default is high and almost no repayment
is possible. It is recommended that banks determine the
probability of punishment and the amount of punishment
for such lenders so that their default losses are much less than
their default gains, but they cannot exceed the level of possi-
ble tolerance. At the same time, reasonable intervals for
breach of contract and penalizing the classification of
defaults by lenders in different situations are recommended,

which will also be recorded in the disciplinary file to increase
the cost of refinancing it to the financial system.

The specific operation and implementation of the above
functions can help our dynamic credit tracking model be
put in place by constructing a perfect and strict debt collec-
tion system, and the detailed steps are completed in turn:
the establishment of a personal consumer credit collection
department within the bank, the main function is to track
and collect debts for individuals who do not repay their per-
sonal consumer credit in a timely manner. At the same time,
it is necessary to strengthen the construction of the network,
strengthen the internal information exchange between banks
on the credit status of lenders through the interconnection of
the Internet and information resources, and strengthen the
relationship between the bank and the lender’s unit. The
steps of the debt collection system can be planned like this:

(1) For lenders who do not contact the bank on time or
contact the bank, the bank’s debt collection depart-
ment should immediately contact and negotiate with
the lender’s unit. At this time, the bank and the unit
can urge the repayment to assist the tracking system
to play a tracking and urging role

(2) Once the unit is unknown or the lender does not
know where to go, the bank debt collection depart-
ment should immediately contact the lender’s family,
and the parents provide the lender’s whereabouts and
urge the lender to repay the loan, if necessary, by their
parents to return it. The bank debt collection depart-
ment should immediately contact the public security
department through a loan lender whose family is
still unable to contact and conduct inquiries nation-
wide through its unique identity card number. In
short, it is necessary to achieve the supervision and
contact functions through the dual channels of family
and society and increase the intensity of tracking

(3) If the above situation still does not work, the bank
can immediately freeze or stop its basic account,
recover the loan, and resort to the law if necessary.
In the event that a credit loan cannot be recovered,
the banking institution will suffer huge losses. In
order to minimize such losses, the borrower may be
required to provide mortgage guarantees or use credit
insurance and personal credit insurance to pass on
some risks. In addition, personal credit risk can be
passed on through marketization or corresponding
insurance business. These are the risk warning func-
tions of the debt collection system. Once the risk
warning signal appears, not only should the above-
mentioned functions such as tracking, supervision,
and contact be linked, but it should also be trans-
ferred to the fourth step, that is, disciplinary action
will be implemented immediately

(4) The realization of the disciplinary function should
also establish a matching reward and punishment
mechanism to assist the dynamic tracking model to
implement debt collection

0 1 2 3 4 5 6 7 8
Sample number

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

Cr
ed

it 
ra

tin
g 

sc
or

e

Momentum gradient algorithm simulation result

Simulation data
Raw data
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13Complexity



T
a
bl
e
5:
Su
m
m
ar
y
ta
bl
e
of

m
ul
ti
pl
e
al
go
ri
th
m

te
st
re
su
lts
.

Sa
m
pl
e
nu

m
be
r

C
re
di
t
ra
ti
ng

sc
or
e
(o
ri
gi
na
l)

LM
si
m
ul
at
io
n

E
po

ch
=
5

G
oa
l=

1e
-6

Si
m
ul
at
io
n
eff
ec
t

M
SE

=
2.
40
9e
00
9

B
ay
es
ia
n
si
m
ul
at
io
n

E
po

ch
=
5

G
oa
l=

1e
-6

Si
m
ul
at
io
n
eff
ec
t

M
SE

=
3.
09
33
e0
08

D
yn
am

ic
gr
ad
ie
nt

si
m
ul
at
io
n

E
po

ch
=
43
,3
81

G
oa
l=

e-
2

Si
m
ul
at
io
n
eff
ec
t

M
SE

=
0.
01
00

00
1

2
2.
00

10
0.
00
%

2.
00

10
0.
00
%

1.
97

99
.0
0%

00
2

2
3.
02

90
.0
0%

2.
30

90
.0
0%

2.
01

99
.6
7%

00
3

2
1.
66

88
.6
7%

1.
91

97
.0
0%

1.
93

97
.6
7%

00
4

4
3.
88

96
.0
0%

3.
48

82
.6
7%

3.
61

87
.0
0%

00
5

2
2.
00

10
0.
00
%

2.
00

10
0.
00
%

1.
98

99
.3
3%

00
6

2
2.
00

10
0.
00
%

2.
00

10
0.
00
%

2.
03

99
.0
0%

00
7

2
1.
81

93
.6
7%

1.
91

97
.0
0%

2.
05

98
.3
3%

00
8

1
1.
19

93
.6
7%

1.
39

87
.0
0%

1.
47

84
.3
3%

A
nn

ot
at
io
n:
(1
)
Si
m
ul
at
io
n
eff
ec
t=

1
−
|S
im

ul
at
io
n
va
lu
e
−
T
ru
e
va
lu
e|
÷
(m

ax
(T
ru
e
va
lu
e)
−
m
in
(T
ru
e
va
lu
e)
)=

1
−
|S
im

ul
at
io
n
va
lu
e
−
T
ru
e
va
lu
e|
÷
3.
(2
)
E
po

ch
s:
ne
tw
or
k
tr
ai
ni
ng

ti
m
es
;g
oa
l:
ne
tw
or
k
tr
ai
ni
ng

ta
rg
et
er
ro
r;
M
SE

:e
rr
or

ve
ct
or
.

14 Complexity



On the one hand, an incentive mechanism with incen-
tives is established, which is contrary to the penalty mecha-
nism of default, and the purpose is to contrast with
punishment, that is, to form an incentive compatibility
mechanism, rewarding those who default on the lender,
rewarding those in order to maximize the effectiveness of
bank credit tracking; the bank should determine the reward
ratio and the amount of reward in the credit tracking model
to achieve zero-sum between the bank and the lender.
Game equilibrium state: the specific design can be as fol-
lows: the preferential treatment for the loan repayment of
the loaner who pays in advance. Regularly publish online
or media information on the credit rating of the lender.
For lenders with high credit ratings, the bank will reduce
the interest rate or reduce the principal discount to promote
its repayment or early repayment, thereby reducing the
bank collection cost. For those who have difficulties in
repaying loans, they should be given a principal or interest
reduction or a graceful loan period; for the support of the
branch, the western volunteers, etc., in accordance with
national policies, the principal and interest reduction or
grace period should be granted.

On the other hand, a penalty mechanism with notice
and coercion is enacted to force the arrears to repay. Spe-
cific measures can be taken as follows: First, lenders whose
credit rating is lower than the warning line are announced
in time in the financial system and warned that the cost
of refinancing will increase or it will be difficult to finance.
Second, for the untrustworthy lender, the breach of contract
will be recorded in the personal credit file of the loan and
further incorporated into the national personal credit infor-
mation system, so that the individual transaction behavior
will be affected in the future, and the social supervision
effect of a life-long loss affecting life will be achieved. Third,
if the circumstances are serious, the legal liability of the
defaulting borrower will be investigated according to the
law, and the name of the introducer or witness who fails
to perform the duties will be announced. The fourth is to
implement a personal bankruptcy system and a credit guar-
antee mechanism. With restrictions on consumption and
harsh constraints on bankrupt individuals, people can’t
travel abroad, can’t use credit cards, can’t enjoy loan ser-
vices, and can’t buy high-end goods. At the same time, a
social credit guarantee company is established to guarantee
personal credit.

6. Conclusions

This paper analyzes the status quo of the credit industry and
uses mathematical models to demonstrate the inevitability of
financial information industry development of big data. On
this basis, a dynamic credit tracking model of BP neural net-
work based on adaptive genetic algorithm was constructed.
Using MATLB software to simulate, it can be seen from the
training results that the LM training algorithm and Bayesian
algorithm can converge within 10e-6 quickly. While momen-
tum gradient algorithm convergence is slow, the overall
training effect is good, and the simulation results are all up

to 90%, indicating that the model can be well applied to the
big data in Internet finance credit.
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