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In this paper, we consider the design problem of a robustH∞ consensus controller for discrete time-varying uncertain multiagent
systems (DTVUMASs) with stochastic communication protocol (SCP) and missing measurements.  e SCP is described by a set
of random variables with a known probability to arrange signal transmission of addressed multiagent systems. Moreover, we
depict the missing measurement phenomenon by a sequence of Bernoulli-distributed random variables having known prob-
abilities.  e controller parameters are designed to ensure that the closed-loop DTVUMASs satisfy theH∞ performance with the
satisfactory consensus criterion. Together with the completing squares approach and the stochastic analysis methodology, some
su�cient conditions are proposed by solving coupled backward recursive Riccati di�erence equations (BRRDEs) to guarantee the
H∞ consensus performance. Finally, we present a numerical simulation example to illustrate the e�ectiveness of the designed
controller design scheme.

1. Introduction

Over the past few decades, the consensus control problems
for multiagent systems (MASs) were received special at-
tention due to their extensive applications in a variety of
�elds, such as unmanned vehicle, robots formation, and
target tracking.  e major aim of the consensus control is to
introduce a suitable controller for each agent, which can be
designed by using its neighboring and its own local in-
formation, such that all agents reach some common features
[1, 2].  e consensus control problems for �rst-order
multiagent systems with switching topology and time delays
were studied in [1], and the initiative works were conducted
to solving the consensus control problems of �rst-order
multiagent systems (FOMASs). Since then, some control
problems under certain requirements were investigated for
complex dynamical systems by taking the in�uences caused
by nonlinearities, quantization, transmission losses, and
communication noise into account, see, e.g., [3–5]. Besides,

the consensus control problems of second-order multiagent
systems (SOMASs) also received a lot of research attention.
For example, the e�ects of �xed topology and switching
topology were discussed in [6–9] and related methods were
given. Subsequently, in [10], the leader-following consensus
control problems of high-order multiagent systems
(HOMASs) were solved by using a novel distributed event-
triggered communication protocol based on state estimates
of neighboring agents. In recent years, more and more re-
searchers pay attention to the consensus control problems
for general multiagent systems (GMASs) [2, 11–13], where
some new consensus methods were presented by designing
the controller parameters. For instance, a new non-fragile
consensus control method based on the output feedback
technique was provided to tackle the deception attacks in
quantized GMASs.

Generally, we all expect the unlimited bandwidth during
the communications in order to obtain satisfactory control
performance, but it cannot be ensured in the engineering
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reality [14–16]. Accordingly, the limited bandwidthmay lead
to the conflicts between signal transmissions. Accompany-
ing with the continuous studies, more and more researchers
find that multiple transmission protocols are efficacious in
networks for the limited bandwidth. In order to prevent the
transmission conflicts between the signals, a suitable com-
munication protocol can be utilized, for example, the round-
robin protocol [17–19], the stochastic communication
protocol (SCP) [20–22], and the try-once-discard protocol
[23–25], and so on. Among these communication protocols,
the SCP is widely used in the satellite network and wireless
network. Under the scheduling of the SCP, only one agent
can obtain and transmit information at each time, and the
transport order among the agents is in a stochastic way. *e
distributed resilient filtering problem was constrained by
SCP and RR protocols studied in [21], by applying recursive
linear matrix inequality technique and stochastic analysis
approach, and the state estimation error system achieved
H∞ consensus performance over a given finite-horizon. In
[26], the distributed H∞ consensus control problem was
handled for discrete time-varying multiagent systems with
the SCP, where a cooperative controller was designed for
each agent such that the MASs achieved H∞ consensus
performance over a given finite-horizon by solving coupled
BRRDEs. It should be noted that the MASs with time-
varying parameters are common in network environments
[27–30]. So far, the consensus control problem of time-
varying MASs by considering the limited communication
resources has not been fully investigated.

For the consensus control problems of MASs, the
measurement information is commonly desired for the
control synthesis. As we all know, the network-induced
phenomena may occur, such as quantized transmissions
[16, 23], input saturation [31], missing measurements
[32, 33] and sensor saturations [34] due to the sensor aging,
inherently limited bandwidth of the communication
channel, network congestion, and so on. In order to improve
the expressed authenticity to the original systems, it is vitally
important to take the missing measurements into account
with hope to reflect the practical engineering [33, 35]. In
recent years, many researchers studied the robust control
problems with missing measurements or packet dropouts
[33, 35, 36]. As discussed in [33], the coupled BRRDEs were
used to deal with the H∞ consensus control problems
subject to missing measurements and parameter un-
certainties for discrete time-varying MASs. As such, we aim
to study the consensus control issue for time-varying
multiagent systems with SCP and missing measurements in
depth, where a new control scheme will be proposed to
ensure the design requirements.

To sum up, the motivation of this paper is to handle the
H∞ consensus problem for a class of DTVUMASs subject to
the SCP, missing measurements, and parameter un-
certainties. *e main difficulties encountered when dealing
with this problem are (1) how to better describe the H∞
consensus performance of DTVUMASs with SCP, missing
measurements, and parameter uncertainties? and (2) how to
reduce the impact of missing measurements and parameter
uncertainties on the H∞ consensus performance of

DTVUMASs? *e main differences of the paper can be listed
as follows: (1) the H∞ consensus control problem is in-
vestigated, for the first time, for a class of DTVUMASs with
SCP and missing measurements. (2) Some sufficient condi-
tions are proposed to guarantee the corresponding H∞
consensus condition over a finite-horizon. (3) A coupled
BRRDE approach is presented to deal with the effects of SCP,
parameter uncertainties, and missing measurements simul-
taneously. *e rest of the paper consists of the following
sections. *e DTVUMASs with SCP and missing measure-
ments are modeled in Section 2, and the preliminary work is
introduced. In Section 3, a consensus controller is designed
and the related controller parameters are obtained in terms of
the solutions to two coupled BRRDEs. Next, in Section 4,
some simulations are provided to further demonstrate the
effectiveness of the new controller design scheme. Finally, the
summarization of this paper is given in Section 5.

Notations: Rn stands for the n-dimensional Euclidean
space. Rn×m stands for a set of all n × m real matrices. 1n

depicts an n-dimensional column vector with all elements
being 1. diag · · ·{ } means a block diagonal matrix.*e space of
square-summable n-dimensional vector function over [0, T]

is denoted by l2([0, T];Rn). *e notation U≥V (U>V) with
U and V being symmetric matrices means that U − V is a
positive semidefinite (positive definite) matrix. *e super-
scripts T and † denote, respectively, the transpose and the
Moore–Penrose pseudoinverse. E x{ } represents the expec-
tation of random variable x. Prob ·{ } means the occurrence
probability of the event “·”. ||x|| is the norm of x in Euclidean
space. ⊗ is the Kronecker product of matrices. ∘ denotes the
Hadamard product of matrices. δ(a) is the Kronecker delta
function, where δ(0) � 1 and δ(a) � 0 if a≠ 0.

2. Problem Formulation

In this paper, we consider the multiagent systems with N
agents. *e directed connected graph is G � (V,E,H),
where V � 1, 2, . . . , N{ } stands for N vertices, E⊆V × V is
the edge set, andH � [hij] is the weighting adjacencymatrix
with nonnegative adjacency element. If (i, j) ∈ E, then
hij > 0, it means that agent i can obtain information from
agent j, otherwise hij � 0, which means that agent i cannot
obtain information from agent j. Furthermore, self-edges
(i, i) are not allowed. H represents the Laplacian of the
directed graph, which can be expressed as H � H − D,
thereinto D � diag deg(1)

in , deg(2)
in , . . . , deg(N)

in . *e neigh-
borhood of agent i is denoted by Ni � j ∈ V : (i, j) ∈ E .
*e in-degree of agent i is defined as deg(i)

in � j∈Ni
hij.

Consider a class of DTVUMASs with the following
dynamics equation:

xi,k+1 � Ak + ΔAi,k xi,k + Bkui,k + Ekωi,k,

yi,k � αi,kCkxi,k + Dkvi,k,

zi,k � Lkxi,k,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(1)

where xi,k ∈ Rnx is the system state, yi,k ∈ Rny denotes the
measurement output, ui,k ∈ Rnu represents the control input,
and zi,k ∈ Rnz is the controlled output. Ak, Bk, Ck, Dk, Ek,
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and Lk are known time-varying matrices of appropriate
dimensions, and ωi,k ∈ Rnω and vi,k ∈ Rn] are the external
disturbances belonging to l2([0, T];Rn). *e random vari-
ables αi,k taking values 1 or 0 are Bernoulli-distributed se-
quences and obey the following statistical property:

Prob αi,k � 1  � α,

Prob αi,k � 0  � 1 − α,
(2)

where α ∈ [0, 1] is a known constant. ΔAi,k(i ∈V) is time-
varying parameter uncertainty, which satisfies

ΔAi,k � Mi,kFi,kGk, (3)

where Mi,k and Gk are known time-varying real-valued
matrices, and the unknown time-varying matrix Fi,k satisfies

F
T
i,kFi,k ≤ I, ∀k ∈ [0, T]. (4)

In this paper, if ζ i,k ∈Ni is the neighboring agent of the
agent i that means agent i can obtain the information from
ζ i,k at time instant k. Due to the scheduling behavior of the
SCP, ζ i,k can be regarded as a sequence of random variables,
and all of the random variables are independent of each
other. *e probability of ζ i,k � j, which reflects the op-
portunity that agent i transmits the information to agent j at
time instant k, is defined as

Prob ζ i,k � j  � p
j

i,k, ∀i ∈ 1, 2, . . . , N, (5)

where p
j

i,k ≥ 0 (j ∈Ni) is the occurrence probability and
j∈Ni

p
j

i,k � 1. In general, suppose that p
j

i,k � 0 for j ∉Ni.
Based on the SCP scheduling, a cooperative controller of

the agent i can be designed in the following form:

ui,k � Kkhiζ i,k
yζ i ,k

− yi,k  � Kk 
j∈Ni

hijλ
i
j,k yj,k − yi,k ,

(6)
where Kk ∈ Rnu×ny (k ∈ [0, T]) are feedback gain matrices to
be determined and λi

j,k � δ(j − ζ i,k) (j ∈Ni).
Defining uk ≜ colN ui,k  and yk ≜ colN yi,k , it can be

concluded from (6) that

uk � Kk H
⟶

ζk
⊗ Iny

 yk, (7)

where

Kk � IN ⊗Kk,

H
⟶

ζk
� H ∘ Λk − D

⟶
k,

Λk � λi
j,k 

N×N
,

deg(i)
in,k � 

j∈Ni

hijλ
i
j,k,

D
⟶

k � diag deg(1)
in,k, deg(2)

in,k, . . . , deg(N)
in,k ,

H �

0 h12 · · · h1N

h21 0 · · · h2N

⋮ ⋮ ⋱ ⋮
hN1 hN2 . . . 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(8)

Remark 1. *e Laplacianmatrix of the multiagent systems is
defined asH � H − D in this paper. In (7), the Laplacian of
the time-varying directed graph is redefined as

H
⟶

ζk
� H ∘ Λk − D

⟶
k due to introduction of SCP, and the

in-degree of the agent i is deg(i)
in,k � j∈Ni

hijλ
i
j,k. *e self

information of the agent i in (6) is the measurement in-
formation yi,k.*at is, the controller (6) is designed based on
the self-measurement information yi,k of the agent i and its
interaction information yj,k (j ∈Ni) of the neighborhood
agent, so that all the agents eventually tend to be consensus
under this controller.

*e DTVUMASs are interfered not only by parameter
uncertainties but also by external disturbance in this paper.
Next, the following definition with respect to H∞ perfor-
mance is introduced.

Definition 1 (see [26]). *e time-varying UMASs (1) have
the H∞ consensus performance if

E 
N

i�1


T

k�0
zi,k

����
����
2

− c
2 ωi,k






2

+ ]i,k






2

   − c
2



N

i�1
x

T
i,0Wxi,0

⎧⎨

⎩

⎫⎬

⎭ < 0

(9)

holds over the finite horizon [0, T], where c> 0 is a specified
disturbance attenuation level, and W � WT > 0 is a weighted
matrix, zi,k � zi,k − (1/N)

N
i�1zi,k, and xi,0 � xi,0 − (1/N)


N
i�1xi,0.
In this paper, the purpose is to design the controller

parameter matrices Kk(k ∈ [0, T]) such that, for all pa-
rameter uncertainties, missing measurements, and SCP, the
DTVUMASs have the H∞ consensus performance crite-
rion. Accordingly, we need to propose the related sufficient
and necessary condition to ensure the above objective.

3. Control Scheme Design

In this section, the main method is given to fulfill the
mentioned control requirement. To begin, we introduce the
following useful Lemmas in order to help further
derivations.

Lemma 1 (see [26]). 5rough the process of mapping κ(·),
ζ i,k (i � 1, 2, . . . , N) can bemapped to 9k ∈ κ≜ 1, 2, . . . , NN ,
that is,

9k � κ ζk(  ≜ 
N

i�1
N

i− 1 ζ i,k − 1  + 1. (10)

Furthermore, as shown below, if the value of 9k is given,
then the following from of ϕi(9k) (i � 1, 2, . . . , N) and ζ i,k can
be obtained:

ζ i,k � ϕi,9k
≜mod

9k − 1
Ni− 1 , N  + 1. (11)

Lemma 2 (see [26]). 5e probability of 9k � i ∈ κ can be
expressed as follows:
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pi,k≜Prob 9k � i  � 
N

j�1
Prob ζj,k � ϕj,i  � 

N

j�1
p
ϕj,i

j,k, (12)

where k ∈ [0, T].
In order to make the purpose clear and concise, we in-

troduce the following symbols:

Ξ(ij)

k �
− αi,k − α deg(i)

in λ
i
j,kCk, i � j,

αj,k − α hijλ
i
j,kCk, i≠ j,

⎧⎪⎨

⎪⎩

Ξk � Ξ(ij)

k 
N×N

,

αk � diag α1,k α2,k · · · αN,k ,

xk � xT
1,k xT

2,k · · · xT
N,k 

T
,

zk � zT
1,k zT

2,k · · · zT
N,k 

T
,

wk � wT
1,k wT

2,k · · · wT
N,k 

T
,

vk � vT
1,k vT

2,k · · · vT
N,k 

T
,

Bk � IN ⊗Bk,

Ck � IN ⊗Ck,

Dk � IN ⊗Dk,

Gk � IN ⊗Gk,

Mk � diag M1,k M2,k · · · MN,k ,

Fk � diag F1,k F2,k · · · FN,k .

(13)

In the sequel, the closed-loop system of dynamics system
(1) under controller (6) can be written as

xk+1 � IN ⊗Ak + MkFkGk + IN ⊗BkKk( Ξk( xk

+ �Λ9k
⊗ αBkKkCk xk + IN ⊗Ek( ωk + �Λ9k

⊗BkKkDk vk,

zk � IN ⊗ Lk( xk,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(14)

where �Λ9k
� H
⟶

ζk
.

Remark 2. Recently, the SCP is employed to depict some
random access protocols and multiple access protocols used
in the industrial network. Under the influence of SCP be-
havior, all agents have the same status in the communication
network, and the opportunities for each agent utilizing the
communication network are randomly assigned according
to a certain probability. When the system is not affected by
SCP, agents transmit information according to a fixed to-
pology; on the contrary, under the influence of SCP, the
higher the probability of agents obtaining information, the
more likely they are to transmit information. In this way, the
signal conflicts could be effectively avoided.

Letting

xi,k � xi,k −
1
N



N

i�1
xi,k,

xk � xT
1,k xT

2,k · · · xT
N,k 

T
,

zk � zT
1,k zT

2,k · · · zT
N,k 

T
,

(15)

then we have

xk � xk −
1
N

1N ⊗ Inx
  1T

N ⊗ Inx
 xk

� IN −
1
N
1N1

T
N ⊗ Inx

 xk.

(16)

Similarly, zk � [(IN − (1/N)1N1T
N)⊗ Inz

]zk.
Defining N≜ IN − (1/N)1N1T

N, formula (14) can be
rewritten as

xk+1 � N⊗Ak(  + N⊗Mi,kFi,kGk  + N⊗BkKkΞ
(ij)

k  xk

+ N�Λ〉#x2009;)k
⊗ αBkKkCk xk + N⊗Ek( ωk

+ N�Λ〉#x2009;)k
⊗BkKkDk vk,

zk � N⊗ Lk( xk.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(17)

In addition, we can get the following formula:



N

j�1

�Λ9k
 

i,j
� 

N

j�1
H∘Λk( i,j − deg(i)

in,k

� HΛT
k 

i,i
− 

j∈Ni

hijλ
i
j,k � 0.

(18)

Afterwards, (17) can be rewritten as follows via
�Λ9k

N � �Λ9k
:

xk+1 � Ak + B9k,k xk + D9k,k]k + T9k,k,

zk � Lkxk,

⎧⎨

⎩ (19)

where

]k � IN ⊗ εkFi,kGk xk 
T
ωT

k v
T
k 

T

,

Lk � N⊗Lk,

Ak � N⊗Ak,

B9k,k � N⊗ BkKkΞ
(ij)

k ,

Tk � αKkCkxk,

T9k,k � N�Λ9k
⊗ BkTk( ,

D9k,k � N⊗ ε− 1
k Mk N⊗EkN

�Λ9k
⊗ BkKkDk(  ,

(20)

and εk > 0.
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Note that the multiagent system is affected by parameter
uncertainties. We reconstruct the H∞ consensus perfor-
mance as follows:

E zk






2
[0,T]

− c
2 ]k

����
����
2
[0,T]

+ c
2 εkGkxk

����
����
2
[0,T]

 

− c
2
x

T
0 IN ⊗W( x0< 0.

(21)

If (21) is satisfied, then (8) is satisfied too.
According to the probability of 9k given by Lemma 2, we

have

Λk ≜E �Λ〉#x2009;)k
  � 

i∈κ
pi,k

�Λi. (22)

Defining Λ 9k
≜ �Λrk

− Λ k, then the time-varying multi-
agent system (19) can be constructed as follows:

xk+1 � Ak + Bk + B9k,k xk + Dk + D9k,k ]k + Tk + T9k,k,

zk � Lkxk,

⎧⎨

⎩

(23)

where

Ξ(ij)

k,�Λk
�

− αi,k − α deg(i)
in pj,kλ

i
j,kCk, i � j,

αi,k − α hi,jpj,kλ
i
j,kCk, i≠ j,

⎧⎪⎪⎨

⎪⎪⎩

Ξ(ij)

k,Λk

�

− αi,k − α deg(i)
in 1 − pj,k λi

j,kCk, i � j,

αi,k − α hi,j 1 − pj,k λi
j,kCk, i≠ j,

⎧⎪⎪⎨

⎪⎪⎩

Bk � N⊗ BkKkΞ
(ij)

k,�Λk
 ,

B9k,k � N⊗ BkKkΞ
(ij)

k,Λk

 ,

Tk � N⊗ αBkKkCk( xk,

T9k,k � NΛ9k,k⊗ αBkKkCk( xk,

D9k,k � 0 0NΛ9k
⊗ BkKkDk(  ,

Dk � N⊗ ε− 1
k Mi,k N⊗Ek NΛ k ⊗ BkKkDk( ].

(24)

Now, the following sufficient and necessary condition
regarding theH∞ performance constraint under SCP can be
obtained.

Lemma 3. Consider DTVUMASs (23) under the SCP
scheduling. For any nonzero ]k k∈[0,T] ∈ l2([0, T];Rn]),
given the disturbance attention level c> 0 and the positive
definite matrix W, if and only if there exist a set of real-valued
matrices Kk k∈[0,T], a set of positive scalars εk k∈[0,T], and a
set of nonnegative definite matrices Pk k∈[0,T] with the ter-
minal condition PT+1 � 0 satisfying the following BRRDE:

Pk � A
T
k Pk+1Ak + αAT

k Pk+1Dk + αDT
k Pk+1Ak + αAT

k Pk+1Lk

+ αLT
k Pk+1Ak + α2DT

k Pk+1Dk + α2DT
k Pk+1Lk

+ α2LT
k Pk+1Dk + α2LT

k Pk+1Lk + ΠPk,�Λk
+ ΠP

k,Λk

+ L
T

kLk + c
2ε2kG

T
kGk

+ D
T

k Pk+1Ak + D
T

9k,kPk+1Ak + αDT

k Pk+1Dk

+ αDT

k Pk+1Lk + α D
T

9k,kPk+1Dk + α D
T

9k,kPk+1Lk
T

ϕ− 1
k D

T

k Pk+1Ak + D
T

9k,kPk+1Ak + αDT

k Pk+1Dk

+ αDT

k Pk+1Lk + α D
T

9k,kPk+1Dk + α D
T

9k,kPk+1Lk,

(25)

subject to

ϕk � c2I − D
T

k Pk+1Dk − D
T

k Pk+1
D9k,k − D

T

9k,kPk+1Dk − Ω1,k+1 > 0,

P0 < c2 IN ⊗W( ,

⎧⎪⎨

⎪⎩

(26)

where

ΠP

k,Λk
≜diag ΠP(1)

k,Λk

ΠP(2)

k,Λk

· · · ΠP(N)

k,Λk
 ,

α∗ � α(1 − α),

ΠP(s)

k,Λk

� α∗ deg(s)
in,k 

2
C

T
k K

T
k B

T
k P

k+1
ss BkKkCk

− 
N

i�1,i≠s
α∗hisλ

i
s,kdeg

(s)
in,kC

T
k K

T
k B

T
k P

k+1
is + P

k+1
si BkKkCk

+ 
N

i,j�1,i,j≠s
α∗hisλ

i
s,khjsλ

j

s,kC
T
k K

T
k B

T
k P

k+1
ij BkKkCk,

(s � 1, 2, . . . , N),

ΠP
k,Λk

� N⊗ΠP(s)

k,Λk

,

ΠP
k,Λk

� N⊗ΠP(s)

k,Λk

,

Lk � NΛ9 ⊗ BkKkCk( ,

Dk � NΛk ⊗ BkKkCk( ,

Ω1,k+1 � 
i∈κ

pi,k
D

T

i,kPk+1
Di,k,

Ω2,k+1 � 
i∈κ

pi,k
D

T

i,kPk+1
Ti,k,

Ω3,k+1 � 
i∈κ

pi,k
T

T

i,kPk+1
Ti,k.

(27)
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5en, the time-varying system (23) with the SCP sched-
uling satisfies the H∞ performance constraint (21).

Proof (sufficiency). Choosing the proper Lyapunov-like
function with respect to Pk k∈[0,T], it can be obtained that

E Vk+1 − Vk 

� E x
T
k+1Pk+1xk+1 − x

T
k Pkxk 

� E Ak + Bk + B9k,k xk + Dk + D9k,k ]k + Tk + T9k,k 
T



Pk+1 Ak + Bk + B9k,k xk + Dk + D9k,k ]k + Tk + T9k,k − x
T
k Pkxk 

� E x
T
kA

T
k Pk+1Akxk + 2x

T
kA

T
k Pk+1Dk]k + 2x

T
kA

T
k Pk+1

D9k,k]k

+ 2x
T
kA

T
k Pk+1Tk + 2x

T
kA

T
k Pk+1

T9k,k + x
T
kB

T

k Pk+1Bkxk + x
T
k

B
T

9k,kPk+1
B9k,kxk + ]T

kD
T

k Pk+1Dk]k

+ 2]T
kD

T

k Pk+1
D9k,k]k + 2]T

kD
T

k Pk+1Tk + 2]T
kD

T

k Pk+1
T9k,k + ]T

k
D

T

9k,kPk+1
D9k,k]k

+ 2]T
k

D
T

9k,kPk+1Tk + 2]T
k

D
T

9k,kPk+1
T9k,k + T

T

k Pk+1Tk + 2TT

k Pk+1
T9k,k + T

T

9k,kPk+1
T9k,k − x

T
k Pkxk

(28)

Notice that the statistical properties of Λ 9k
satisfy

E D
T

9k,kPk+1
D9k,k  � Ω1,k+1,

E D
T

9k,kPk+1
T9k,k  � Ω2,k+1,

E T
T

9k,kPk+1
T9k,k  � Ω3,k+1.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(29)

Hence, from (28) and (29), one has

E Vk+1 − Vk 

� E x
T
kA

T
k Pk+1Akxk + 2x

T
kA

T
k Pk+1Dk]k + 2x

T
kA

T
k Pk+1

D9k,k
�Λk + 2αx

T
kA

T
k Pk+1Dkxk + 2�αx

T
kA

T
k Pk+1Lkxk

+ �]T
kD

T

k Pk+1Dk]k + 2]T
kD

T

k Pk+1
D9k,k]k + 2α]T

kD
T

k Pk+1Dkxk + 2α]T
kD

T

k Pk+1Lkxk + ]T
kΩ1,k+1]k + 2α]T

k
D

T

9k,kPk+1Dkxk

+ 2]T
kΩ2,k+1 + α2xT

kD
T
k Pk+1Dkxk + 2α2xT

kD
T
k Pk+1Lkxk +Ω3,k+1 + x

T
kΠ

P
k,�Λk

xk + x
T
kΠ

P

k,Λk

xk − x
T
k Pkxk

� E x
T
k A

T
k Pk+1Ak + αAT

k Pk+1Dk + αDT
k Pk+1Ak + αAT

k Pk+1Lk + αLT
k Pk+1Ak + α2DT

k Pk+1Dk + α2DT
k Pk+1Lk

+ α2LT
k Pk+1Dk + α2LT

k Pk+1Lk + ΠPk,�Λk
+ ΠP

k,Λk

− Pkxk + ]T
kD

T

k Pk+1
Dk +D

T

k Pk+1
D9k,k + D

T

9k,kPk+1Dk +Ω1,k+1]k

+ 2x
T
k A

T
k Pk+1Dk + A

T
k Pk+1

D9k,k + αDT
k Pk+1

Dk + αLT
k Pk+1Dk + αDT

k Pk+1
D9k,k + αLT

k Pk+1
D9k,k ]k.

(30)

Now, it is in the right position to deal with the H∞
performance for disturbance ]k k∈[0,T] ∈ l2([0, T];Rn]).
From (30), we know that
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J1≜E zk






2
[0,T]

− c
2 ]k






2
[0,T]

+ c
2εkGkxk

����
����
2
[0,T]

 

� E x
T
0 P0x0 − x

T
T+1PT+1xT+1  + 

T

k�0
E zk

����
����
2

− c
2 ]k

����
����
2

+ c
2 εkGkxk

����
����
2

+ x
T
k A

T
k Pk+1Ak + αAT

k Pk+1Dk + αDT
k Pk+1Ak

+ αAT
k Pk+1Lk + αLT

k Pk+1Ak + α2DT
k Pk+1Dk + α2DT

k Pk+1Lk + α2LT
k Pk+1Dk + α2LT

k Pk+1Lk + ΠPk,�Λk
+ΠP

k,Λk

− Pkxk

+ ]T
k D

T

k Pk+1Dk + D
T

k Pk+1
D9k,k + D

T

9k,kPk+1Dk +Ω1,k+1 ]k + 2x
T
k A

T
k Pk+1Dk + A

T
k Pk+1

D9k,k

+ αDT
k Pk+1

Dk + αDT
k Pk+1

Dk + αDT
k Pk+1

D9k,k + αLT
k Pk+1

D9k,k]k � E x
T
0 P0x0 − x

T
T+1PT+1xT+1 

+ 
T

k�0
E x

T
k A

T
k Pk+1Ak + αAT

k Pk+1Dk + αDT
k Pk+1Ak + αAT

k Pk+1Lk + αLT
k Pk+1Ak + α2DT

k Pk+1Dk

+ α2DT
k Pk+1Lk + α2LT

k Pk+1Dk + α2LT
k Pk+1Lk + ΠPk,�Λk

+ ΠP
k,Λk

L
T

k + Lk + c
2ε2kG

T
k Gk − Pkxk

− ]T
k c

2
I − D

T

k Pk+1Dk − D
T

k Pk+1
D9k,k − D

T

9k,kPk+1Dk − Ω1,k+1 ]k + 2x
T
k A

T
k Pk+1Dk + A

T
k Pk+1

D9k,k

+ αDT
k Pk+1

Dk + αDT
k Pk+1

Dk + αDT
k Pk+1

D9k,k + αLT
k Pk+1

D9k,k]k.

(31)

By applying the completing squares method, it can be
observed that

J1 � E x
T
0 P0x0 − x

T
T+1PT+1xT+1  + 

M

k�0
E x

T
0 P0x0 − x

T
T+1PT+1xT+1 

+ 
T

k�0
E x

T
k A

T
k Pk+1Ak + αAT

k Pk+1Dk + αDT
k Pk+1Ak + αAT

k Pk+1Lk + αLT
k Pk+1Ak + α2DT

k Pk+1Dk

+ α2DT
k Pk+1Lk + α2LT

k Pk+1Dk + α2LT
k Pk+1Lk + ΠPk,�Λk

+ ΠP
k,Λk

+ L
T

kLk + c
2ε2kG

T
k Gk − Pk

+ D
T

k Pk+1Ak + D
T

9k,kPk+1Ak + αDT

k Pk+1Dk + αDT

k Pk+1Lk + α D
T

9k,kPk+1Dk + α D
T

9k,kPk+1Lk 
T

ϕ− 1
k

+ D
T

k Pk+1Ak + D
T

9k,kPk+1Ak + αDT

k Pk+1Dk + αDT

k Pk+1Lk + α D
T

9k,kPk+1Dk + α D
T

9k,kPk+1Lk xk

+ ]k − ]∗k( 
Tϕk ]k − ]∗k( ,

(32)

where

]∗k � ϕ− 1
k D

T

k Pk+1Ak + D
T

9k,kPk+1Ak + αDT

k Pk+1Dk

+ αDT

k Pk+1Lk + α D
T

9k,kPk+1Dk + α D
T

9k,kPk+1Lk
T

xk.

(33)

Under the terminal condition PT+1 � 0, the following
result can be obtained because of ϕk > 0 and
P0 < c2(IN ⊗W):

J1 � E zk






2
[0,T]

− c
2 ]k






2
[0,T]

+ c
2 εkGkxk






2
[0,T] 

− c
2
E x

T
0 IN ⊗W( x0 

≤E zk






2
[0,T]

− c
2 ]k






2
[0,T]

+ c
2 εkGkxk






2
[0,T] 

− E x
T
0 P0x0 

� J1 − E x
T
0 P0x0 

≤ − E 
T

k�0
]k − ]∗k( 

Tϕk ]k − ]∗k( 
⎧⎨

⎩

⎫⎬

⎭ ≤ 0.

(34)
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At this point, the H∞ performance (21) is satisfied and
this is the end of the proof of sufficiency. □

Necessity. *is proof has been given by Lemma 3 in [37], so
it will not be repeated here.

In order to make clear how α and c affect the feasible
solution, denoteT∗9k.k≜N�Λrk

⊗ (αBkKkCk), then (13) can be
recomposed as

Pk � Ak + T
∗
9k,k 

T
Pk+1 P

− 1
k+1 + Dk + D9k,k ϕ− 1

k Dk + D9k,k 
T

 

Pk+1 Ak + T
∗
9k,k  +

1 − α
α
ΠPk,�Λk

+ΠP
k,Λk

  + c
2ε2kG

T
k Gk + L

T

kLk.

(35)

Until now, Lemma 3 reveals that H∞ performance can
be satisfied under the SCP scheduling as long as the BRRDE
is solvable. *en, we are ready to design the controller
parameter matrices Kk under the worst situation
]k � ]∗k≜ϕ

− 1
k (Dk + D〉#x2009;)k,k)

TPk+1(Ak + αDk + αLk)xk.
*erefore, the closed-loop multiagent system (12) can be
recomposed as follows:

xk+1 � Ak + Bk + B9k,k xk + Dk + D9k,k ϕ− 1
k Dk + D9k,k 

T

Pk+1 × Ak + αDk + αLk( xk + Tk + T9k,k.

(36)

Theorem 1. Consider the DTVUMASs (1) under the SCP
behavior scheduling governed by (5). Given the disturbance
attenuation level c> 0 and the positive definite matrix W,
there exist controller parameters Kk k∈[0,T] and the positive
scalar εk > 0 for the cooperative controllers (6) if the solutions
εk, Pk,Kk k∈[0,T] satisfy the BRRDE (25) as well as the fol-
lowing recursive RDE:

Qk � ΔT
k Qk+1Δk + ΠQ

k + L
T

kLk − ΔT
k Qk+1BkΓ− 1k BT

k QT
k+1Δk,

QT+1 � 0,

⎧⎨

⎩

(37)

with a solution Qk,Kk k∈[0,T] satisfying
Qk+1 ≥ 0,

Γk � BT
k Qk+1Bk + I> 0,

Δk � Ak + Dk + D〉9)k,k ϕ− 1
k Dk + D〉9)k,k 

T

Pk+1 Ak + αDk + αLk( ,

Kk � argmin
Kk

norm αKk N�Λk ⊗Ck(  + Γ− 1k BT
k QT

k+1Δk ,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(38)

and ΠQ
k is defined by

ΠQ
k ≜diag Π

Q(1)
k ,ΠQ(2)

k , . . . ,ΠQ(N)
k , (39)

with

ΠQ(s)

k,�Λk
� α∗ deg(s)

in 
2
C

T
k

�ΛT

k K
T
k B

T
k Q

k+1
ss BkKk

�ΛkCk

− 
N

i�1,i≠s
α∗hisdeg

(s)
in C

T
k

�ΛT

k K
T
k B

T
k Q

k+1
is + Q

k+1
si BkKk

�ΛkCk

+ 

N

i,j�1,i,j≠s
α∗hishjsC

T
k

�ΛT

k K
T
k B

T
k Q

k+1
ij BkKk

�ΛkCk, s � 1, 2, · · · , N.

(40)

5en, we can conclude that the closed-loop multiagent
system (12) achieves the H∞ performance requirement (8).

Proof. It can be seen from Lemma 3 that the system (12)
satisfies the prespecified H∞ performance (21) if the so-
lution Pk to (25) can be calculated under the condition ϕk > 0
and P0 < c2(IN ⊗W). In this case, we can express the dis-
turbance in the worst case as ] � ]∗k≜ϕ

− 1
k (Dk+

D9k,k)
TPk+1(Ak + αDk + αLk)xk, and it can be known that

the prespecified H∞ performance (21) is satisfied. We will

design the controller parameter matrices Kk under the
situation of worst-case disturbance later. Now, define the
following cost function

J2 � E 
N

i�1
zi,k






2
[0,T]

+ 
N

i�1
ui,k






2
[0,T]

⎧⎨

⎩

⎫⎬

⎭, (41)

or equivalently

J2 � E zk






2
[0,T]

+ uk






2
[0,T] . (42)
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For the solution Qk k∈[0,T] of the BRRDE (37), it follows
from (12) that

E x
T
k+1Qk+1xk+1 − x

T
k Qkxk 

� E x
T
k Ak + Bk + B9k,k + Dk + D9k,k ϕ− 1

k Dk + D9k,k 
T
Pk+1 Ak + αDk + αLk(  

T



×Qk+1 Ak + Bk + B9k,k + Dk + D9k,k ϕ− 1
k Dk + D9k,k 

T
Pk+1 Ak + αDk + αLk(  xk − x

T
k Qkxk

+ 2x
T
k Ak + Dk + D9k,k ϕ− 1

k Dk + D9k,k 
T
Pk+1 Ak + αDk + αLk(  Qk+1 Tk + T9k,k 

+ T
T

k Qk+1Tk + 2TT

k Qk+1
T9k,k + ϵk+1  � E x

T
kΔ

T
k Qk+1Δkxk + x

T
k Π

Q
k − Qk xk + 2x

T
kΔ

T
k Qk+1Bk Tk + T9k,k 

+ Tk + T9k,k 
T
B

T
k Qk+1 × Bk Tk + T9k,k ,

(43)

where
Tk � N�Λk ⊗ (αKkCk)xk and Tk � NΛ9k,k⊗ (αKkCk)xk.
Similar to Lemma 3, it has

J2 � 
T

k�0
E zk

����
����
2
[0,T]

+ uk

����
����
2
[0,T]

+ x
T
kΔ

T
k Qk+1Δkxk + x

T
k Π

Q
k − Qk xk + 2x

T
kΔ

T
k Qk+1 × Tk + T9k,k 

+ Tk + T9k,k 
T
Qk+1 Tk + T9k,k  + E x

T
0 Q0x0 − x

T
T+1QT+1xT+1 

� 
T

k�0
E x

T
k Δ

T
k Qk+1Δk + ΠQ

k − Qk + L
T

kLk xk + 2x
T
kΔ

T
k Qk+1Bk Tk + T9k,k  + Tk + T9k,k 

T
× B

T
k Qk+1Bk Tk + T9k,k  

+ E x
T
0 Q0x0 − x

T
T+1QT+1xT+1 .

(44)

By using the completing squares method again, it follows
that

J2 � 
T

k�0
E x

T
k Δ

T
k Qk+1Δk +ΠQ

k − Qk + L
T

kLk − ΔT
k Qk+1Bk B

T
k Qk+1Bk + I 

− 1
B

T
k Q

T
k+1Δk xk

+ Tk + T9k,k − T
∗
k 

T
B

T
k Qk+1Bk + I  Tk + T9k,k − T

∗
k  + E x

T
0 Q0x0 − x

T
T+1QT+1xT+1 ,

(45)

where T∗k � − (BT
k Qk+1Bk + I)− 1BT

k QT
k+1Δkxk.

We can obtain the best choice ofKk shown on (37) and
(38), and the proof is complete. □

Theorem 2. Consider the DTVUMASs (1) under the SCP
scheduling governed by (5). For given the disturbance at-
tenuation level c> 0 and the positive definite matrix W, there
exist controller parameters Kk k∈[0,T] for the cooperative
controllers (6), if there exist solutions εk, Pk,Kk k∈[0,T] and
Qk,Kk k∈[0,T] satisfying the coupled BRRDEs (25) and (37)
subject to (38) with the controller parameters given by

Kk � − v1,k v2,k · · · vN,k  ψ1,k ψ2,k · · · ψN,k 
†
,

(46)

where

N�Λk ⊗Ck≜ ψ1,k 
T

ψ2,k 
T

· · · ψN,k 
T

 
T

Γ− 1k B
T
k Q

T
k+1Δk

≜ v1,k 
T

v2,k 
T

· · · vN,k 
T

 
T

.

(47)

5en, the closed-loop system (12) satisfies the H∞ per-
formance requirement (8).
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Proof. *e form of controller parametersKk has been given
in*eorem 1, which is shown in (38), and it can be rewritten
as

Kk � argmin
Kk

norm αKk N�Λk ⊗Ck(  + Γ− 1k B
T
k Q

T
k+1Δk ,

Kk � argmin
Kk

norm αKk ψ1,k ψ2,k · · · ψN,k (

+ v1,k v2,k · · · vN,k .

(48)

Apparently, the controller parameter Kk can be obtained
by applying the Moore–Penrose pseudoinverse. □

Remark 3. Up to now, the controller parameters Kk have
been obtained under the missing measurements, parameter
uncertainties, and SCP. If αi,k � 1, Mi,k � Gk � 0 in this
paper, it means the missing measurements and parameter
uncertainties are not considered, and the system is only
affected by SCP, where the method has been given in [26].
Compared with [26], the multiagent systems considered in
this paper are more general, and the results of this paper can
be applied to more complex systems.

By observing the main results in the aforementioned
theorems, the following consensus control (CC) (Algorithm
1) algorithm under the SCP can be given.

Remark 4. *e DTVUMASs have been considered in this
paper. According to (46), the controller parameter matrices
Kk have been obtained. Since the BRRDEs need to be cal-
culated at each step, the computing burden is increased. But,
with the continuous development of computer science and
technology, this concern may not cause too much impact. In
addition, the RDE has a very important application in many
fields. *us, its solvability has gradually become a hot issue
that needs to be studied, which is also the direction that the
author needs to investigate in the future.

Remark 5. In fact, the influences from RR protocol and
missing measurements have been discussed in [38] for
multiagent systems with H∞ consensus constraint. Com-
pared with the method in [38], it can be seen two major
differences: (i) a new protocol (i.e., SCP) and the time-
varying parameter uncertainty have been considered si-
multaneously and (ii) a new consensus condition is given to
fulfill the desired performance requirements. It is worth
mentioning that the related H∞ consensus performance is
affected by the average state of controlled output zk, the
average state of initial system state x0, the external

disturbance ]k, and the time-varying parameter uncertainty
ΔAi,k. Hence, special effort should be made to handle the
induced impacts. On the contrary, it needs to point out that
the SCP is a dynamical protocol compared with the RR
protocol as a static protocol; therefore, the proposed results
have more wider application areas especially for the complex
network environments. Overall, the DTVUMASs consid-
ered in this paper are more general, and the newly proposed
control method possesses potential application domains.

4. A Simulation Example

In this section, the effectiveness of the proposed controller is
shown by a simulation example.

Consider the DTVUMASs (1) with the following
parameters:

Ak �
0.7 + 0.05sin(0.2k) 0.7 + 0.4sin(k)

0.41 − 0.69 + 0.25sin(0.5k)
 

Lk � 0.4 − 0.5 

Bk � − 0.6em
0.25 + 0.09 cos(0.2k) 0.06 − 0.07

0.09 0.08 − 0.004 cos(k)
 ,

Gk � 0.5 − 0.65 ,

Ck �

0.9 + 0.06 sin(k) 0.3 + 0.01 sin(4k)

0.5 − 0.6
0.8 0.6 sin(0.2k)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦,

Ek �
0.04
0.024

 ,

Fi,k �

0.82sin(k), i � 1,

0.82cos(2k), i � 2,

0.51cos(− 2k)sin(k), i � 3,

⎧⎪⎪⎨

⎪⎪⎩

Dk �

− 0.3
0.06
0.02

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

Mi,k �

0.4 0.1 
T
, i � 1,

0.5 − 0.2 
T
, i � 2,

0.1 − 0.1 
T
, i � 3,

H �

0 1 1
1 0 1
1 1 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦.

(49)

Let theH∞ consensus performance level c and the time
horizon T be 0.89 and 35, respectively. *e matrixW and εk

Step 1. Set k � T and the terminal condition PT+1 � QT+1 � 0.
Step 2. Calculate Γk by (38) firstly, then solve (46), after that the controller parameter Kk can be obtained. Proceed to the next step,
otherwise skip to the last step.
Step 3. Calculate ϕk in equation (26). If ϕk > 0, move on to the next step, else jump to the last step.
Step 4. Calculate Pk and Qk in equations (25) and (37), respectively. Let k � k − 1 until k � 0 stop, set back to the second step,
else move on to the next step.
Step 5. If Γk > 0, ϕk > 0, P0 < c2 ⊗W  cannot be satisfied, then this algorithm is infeasible. Stop.

ALGORITHM 1: Algorithm CC.
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could be selected as 10I and 1.2, respectively. Also, the
missing measurement probability α is given by 0.80. *e
initial xi,0 (i � 1, 2, 3) are selected as x1,0 � [1 − 1]T,
x2,0 � [2 1]T, and x3,0 � [− 2 − 2]T. *e occurrence proba-
bilities p

j

i,k are selected as shown in Table 1.
By implementing Algorithm CC, the controller pa-

rameters and the simulation results can be obtained. *e
desired output feedback controller parameters are listed in
Table 2. Figures 1 and 2 plot the trajectories of x1

i,k and x2
i,k

without the controller. Figures 3 and 4 plot the trajectories of
x1

i,k and x2
i,k. Figure 5 plots the trajectory of output consensus

errors zi,k (i � 1, 2, 3). Comparing Figure 2 with Figure 4 , if
the agents are without the controller, the states of the agents
are divergent. *erefore, the effectiveness of the proposed
controller can be further verified.

5. Conclusion

In this paper, the H∞ consensus control problem has been
tackled for DTVUMASs with missing measurements and
parameter uncertainties under the SCP. To avoid signals

Table 2: *e output-feedback controller gains at each time step.

k 1 2 3 · · ·

Kk

0.0267 − 0.1025 0.0035
− 0.0362 0.1299 − 0.0054
− 0.0163 0.0593 − 0.0023

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦

0.0169 − 0.1052 0.0103
− 0.0180 0.1056 − 0.0111
− 0.0104 0.0623 − 0.0064

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦

− 0.0188 0.0606 − 0.0240
− 0.0248 0.2069 − 0.0482
− 0.0051 0.0592 − 0.0110

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ · · ·

Table 1: *e occurrence probabilities of p
j

i,k.

p
j

i,k
j� 1 j� 2 j� 3

i� 1 0 0.7 0.3
i� 2 0.5 0 0.5
i� 3 0.4 0.6 0
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Figure 1: *e state trajectories of x1
i,k(i � 1, 2, 3) without the

controller.
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Figure 2: *e state trajectories of x2
i,k(i � 1, 2, 3) without the

controller.
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Figure 3: *e state trajectories of x1
i,k(i � 1, 2, 3).
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conflict as much as possible, SCP has been adopted in this
paper. By employing the SCP scheduling and completing
squares method, the consensus performance with a given
H∞ disturbance attenuation level has been ensured, where
some sufficient conditions over the finite horizon [0, T] have
been obtained. In particular, the controller gains have been
characterized by the solutions to two BRRDEs. Finally, a
simulation has been adopted to show the validity of the
proposed consensus control approach. Based on the main
results, a new method can be given to handle the uncertain
occurrence probabilities with hope to further characterize
the complicated cases.

Data Availability

*e data used to support the findings of this study are in-
cluded within the article.

Conflicts of Interest

*e authors declare that they have no conflicts of interest.

Acknowledgments

*is work was supported by the Natural Science Foundation
of Heilongjiang Province of China under grant no.
A2018007.

References

[1] R. Olfati-Saber and R. M. Murray, “Consensus problems in
networks of agents with switching topology and time-delays,”
IEEE Transactions on Automatic Control, vol. 49, no. 9,
pp. 1520–1533, 2004.

[2] T.Wu, J. Hu, and D. Chen, “Non-fragile consensus control for
nonlinear multi-agent systems with uniform quantizations
and deception attacks via output feedback approach,” Non-
linear Dynamics, vol. 96, no. 1, pp. 243–255, 2019.

[3] M. Defoort, M. Djemai, and S. Di Gennaro, “Self-triggered
control for multi-agent systems with unknown non-linear
inherent dynamics,” IET Control 5eory & Applications,
vol. 8, no. 18, pp. 2266–2275, 2014.

[4] J. Hu, H. Zhang, X. Yu, H. Liu, and D. Chen, “Design of
sliding-mode-based control for nonlinear systems with
mixed-delays and packet losses under uncertain missing
probability,” IEEE Transactions on Systems, Man and Cy-
bernetics, Systems, 2019.

[5] G. Binetti, A. Davoudi, F. L. Lewis, D. Naso, and B. Turchiano,
“Distributed consensus-based economic dispatch with
transmission losses,” IEEE Transactions on Power Systems,
vol. 29, no. 4, pp. 1711–1720, 2014.

[6] Y. Cao, W. Ren, and Z. Meng, “Decentralized finite-time
sliding mode estimators and their applications in decentral-
ized finite-time formation tracking,” Systems & Control
Letters, vol. 59, no. 9, pp. 522–529, 2010.

[7] L. Mo, S. Guo, and Y. Yu, “Mean-square consensus of het-
erogeneous multi-agent systems with nonconvex constraints,
Markovian switching topologies and delays,” Neuro-
computing, vol. 291, pp. 167–174, 2018.

[8] L. Ji, Q. Liu, and X. Liao, “On reaching group consensus for
linearly coupled multi-agent networks,” Information Sciences,
vol. 287, pp. 1–12, 2014.

[9] Y. Wang, L. Cheng, Z. G. Hou, M. Tan, and M. Wang,
“Containment control of multi-agent systems in a noisy
communication environment,” Automatica, vol. 50, no. 7,
pp. 1922–1928, 2014.

[10] Z.-G. Wu, Y. Xu, R. Lu, Y. Wu, and T. Huang, “Event-
triggered control for consensus of multiagent systems with
fixed/switching topologies,” IEEE Transactions on Systems,
Man, and Cybernetics: Systems, vol. 48, no. 10, pp. 1736–1746,
2018.

[11] B. Zhao, Y. Peng, and F. Deng, “Consensus tracking for
general linear stochastic multi-agent systems: a sliding mode
variable structure approach,” IET Control 5eory & Appli-
cations, vol. 11, no. 16, pp. 2910–2915, 2017.

–3

–2

–1

0

1

2

3

4

0 5 10 15 20 25 30 35
Time (k)

Agent 1
Agent 2
Agent 3

x2 i,k

Figure 4: *e state trajectories of x2
i,k(i � 1, 2, 3).

–3

–2.5

–2

–1.5

–1

–0.5

0

0.5

1

1.5

Er
ro

rs
 z– i,k

 (i
=

1,
 2

, 3
)

0 5 10 15 20 25 30 35
Time (k)

Agent 2
Agent 3Agent 1

z–k

Figure 5: Output consensus error zi,k(i � 1, 2, 3).

12 Complexity



[12] Z. Zhao and Z. Lin, “Discrete-time global leader-following
consensus of a group of general linear systems using bounded
controls,” International Journal of Robust and Nonlinear
Control, vol. 27, no. 17, pp. 3433–3465, 2017.

[13] D. Xie and J. Chen, “Consensus problem of data-sampled
networked multi-agent systems with time-varying commu-
nication delays,” Transactions of the Institute of Measurement
and Control, vol. 35, no. 6, pp. 753–763, 2013.

[14] J. Hu, Z. Wang, F. E. Alsaadi, and T. Hayat, “Event-based
filtering for time-varying nonlinear systems subject to mul-
tiple missing measurements with uncertain missing proba-
bilities,” Information Fusion, vol. 38, pp. 74–83, 2017.

[15] W. Chen, J. Hu, X. Yu, and D. Chen, “Protocol-based fault
detection for discrete delayed systems with missing mea-
surements: the uncertain missing probability case,” IEEE
Access, vol. 6, pp. 76616–76626, 2018.

[16] J. Hu, Z. Wang, G.-P. Liu, and H. Zhang, “Variance-con-
strained recursive state estimation for time-varying complex
networks with quantized measurements and uncertain inner
coupling,” IEEE Transactions on Neural Networks and
Learning Systems, pp. 1–13, 2019.

[17] X. Bu, H. Dong, F. Han, N. Hou, and G. Li, “Distributed
filtering for time-varying systems over sensor networks with
randomly switching topologies under the round-robin pro-
tocol,” Neurocomputing, vol. 346, pp. 58–64, 2019.

[18] L. Sheng, Y. Niu, L. Zou, Y. Liu, and F. E. Alsaadi, “Finite-
horizon state estimation for time-varying complex networks
with random coupling strengths under round-robin pro-
tocol,” Journal of the Franklin Institute, vol. 355, no. 15,
pp. 7417–7442, 2018.

[19] M. Gao, S. Yang, L. Sheng, and D. Zhou, “Fault diagnosis for
time-varying systems with multiplicative noises over sensor
networks subject to round-robin protocol,” Neurocomputing,
vol. 346, pp. 65–72, 2019.

[20] H. Rezaee and F. Abdollahi, “Discrete-time consensus strategy
for a class of high-order linear multiagent systems under
stochastic communication topologies,” Journal of the Franklin
Institute, vol. 354, no. 9, pp. 3690–3705, 2017.

[21] L. Sheng, Y. Niu, and M. Gao, “Distributed resilient filtering
for time-varying systems over sensor networks subject to
round-robin/stochastic protocol,” ISA Transactions, vol. 87,
pp. 55–67, 2019.

[22] H. Zhang, J. Hu, H. Liu, X. Yu, and F. Liu, “Recursive state
estimation for time-varying complex networks subject to
missing measurements and stochastic inner coupling under
random access protocol,” Neurocomputing, vol. 346, pp. 48–
57, 2019.

[23] L. Zou, Z. Wang, Q.-L. Han, and D. Zhou, “Ultimate
boundedness control for networked systems with try-once-
discard protocol and uniform quantization effects,” IEEE
Transactions on Automatic Control, vol. 62, no. 12,
pp. 6582–6588, 2017.

[24] X. Li, H. Dong, Z. Wang, and F. Han, “Set-membership fil-
tering for state-saturated systems with mixed time-delays
under weighted try-once-discard protocol,” IEEE Trans-
actions on Circuits and Systems II: Express Briefs, vol. 66, no. 2,
pp. 312–316, 2018.

[25] D. Wang, Z. Wang, B. Shen, and Q. Li, “H∞ finite-horizon
filtering for complex networks with state saturations: the
weighted try-once-discard protocol,” International Journal of
Robust And Nonlinear Control, vol. 29, no. 7, pp. 2096–2111,
2019.

[26] L. Zou, Z. Wang, H. Gao, and F. E. Alsaadi, “Finite-horizon
H∞ consensus control of time-varying multiagent systems

with stochastic communication protocol,” IEEE Transactions
on Cybernetics, vol. 47, no. 8, pp. 1830–1840, 2017.

[27] L. Ma, Z.Wang, andH.-K. Lam, “Mean-squareH∞ consensus
control for a class of nonlinear time-varying stochastic
multiagent systems: the finite-horizon case,” IEEE Trans-
actions On Systems, Man, and Cybernetics: Systems, vol. 47,
no. 7, pp. 1050–1060, 2017.

[28] L. Ma, Z. Wang, Q. L. Han, and Y. Liu, “Consensus control of
stochastic multi-agent systems: a survey,” Science China In-
formation Sciences, vol. 60, no. 12, Article ID 120201, 2017.

[29] A. Mesbahi and J. M. Velni, “Distributed observer-based
cooperative control for output regulation in multi-agent
linear parameter-varying systems,” IET Control 5eory &
Applications, vol. 11, no. 9, pp. 1394–1403, 2017.

[30] X. Ge, Q.-L. Han, and F. Yang, “Event-based set-membership
leader-following consensus of networked multi-agent systems
subject to limited communication resources and unknown-
but-bounded noise,” IEEE Transactions on Industrial Elec-
tronics, vol. 64, no. 6, pp. 5045–5054, 2017.

[31] L. Ma, Z. Wang, and H.-K. Lam, “Event-triggered mean-
square consensus control for time-varying stochastic multi-
agent system with sensor saturations,” IEEE Transactions on
Automatic Control, vol. 62, no. 7, pp. 3524–3531, 2017.

[32] J. Hu, Z. Wang, S. Liu, and H. Gao, “A variance-constrained
approach to recursive state estimation for time-varying
complex networks with missing measurements,” Automatica,
vol. 64, pp. 155–162, 2016.

[33] Z. Wang, D. Ding, H. Dong, and H. Shu, “H∞ consensus
control for multi-agent systems with missing measurements:
the finite-horizon case,” Systems & Control Letters, vol. 62,
no. 10, pp. 827–836, 2013.

[34] J. Hu, Z. Wang, and H. Gao, “Joint state and fault estimation
for time-varying nonlinear systems with randomly occurring
faults and sensor saturations,” Automatica, vol. 97, pp. 150–
160, 2018.

[35] L. Sheng, Z. Wang, and L. Zou, “Output-feedback H2/H∞
consensus control for stochastic time-varying multi-agent
systems with (x, u, v)-dependent noises,” Systems And Control
Letters, vol. 107, pp. 58–67, 2017.

[36] J. Hu, P. Zhang, Y. Kao, H. Liu, and D. Chen, “Sliding mode
control for Markovian jump repeated scalar nonlinear sys-
tems with packet dropouts: the uncertain occurrence prob-
abilities case,” Applied Mathematics and Computation,
vol. 362, Article ID 124574, 2019.

[37] D. Ding, Z. Wang, H. Dong, and H. Shu, “Distributed state
estimation with stochastic parameters and nonlinearities
through sensor networks: the finite-horizon case,” Automa-
tica, vol. 48, no. 8, pp. 1575–1585, 2012.

[38] M. Sun and D. Chen, “H∞ consensus control of multi-agent
systems with round-robin protocol and missing measure-
ments: the finite-horizon case,” in Proceedings of the 2019
Chinese Control And Decision Conference (CCDC), pp. 909–
914, Nanchang, China, June 2019.

Complexity 13



Hindawi
www.hindawi.com Volume 2018

Mathematics
Journal of

Hindawi
www.hindawi.com Volume 2018

Mathematical Problems 
in Engineering

Applied Mathematics
Journal of

Hindawi
www.hindawi.com Volume 2018

Probability and Statistics
Hindawi
www.hindawi.com Volume 2018

Journal of

Hindawi
www.hindawi.com Volume 2018

Mathematical Physics
Advances in

Complex Analysis
Journal of

Hindawi
www.hindawi.com Volume 2018

Optimization
Journal of

Hindawi
www.hindawi.com Volume 2018

Hindawi
www.hindawi.com Volume 2018

Engineering  
 Mathematics

International Journal of

Hindawi
www.hindawi.com Volume 2018

Operations Research
Advances in

Journal of

Hindawi
www.hindawi.com Volume 2018

Function Spaces
Abstract and 
Applied Analysis
Hindawi
www.hindawi.com Volume 2018

International 
Journal of 
Mathematics and 
Mathematical 
Sciences

Hindawi
www.hindawi.com Volume 2018

Hindawi Publishing Corporation 
http://www.hindawi.com Volume 2013
Hindawi
www.hindawi.com

The Scientific 
World Journal

Volume 2018

Hindawi
www.hindawi.com Volume 2018Volume 2018

Numerical AnalysisNumerical AnalysisNumerical AnalysisNumerical AnalysisNumerical AnalysisNumerical AnalysisNumerical AnalysisNumerical AnalysisNumerical AnalysisNumerical AnalysisNumerical AnalysisNumerical Analysis
Advances inAdvances in Discrete Dynamics in 

Nature and Society
Hindawi
www.hindawi.com Volume 2018

Hindawi
www.hindawi.com

Di�erential Equations
International Journal of

Volume 2018

Hindawi
www.hindawi.com Volume 2018

Decision Sciences
Advances in

Hindawi
www.hindawi.com Volume 2018

Analysis
International Journal of

Hindawi
www.hindawi.com Volume 2018

Stochastic Analysis
International Journal of

Submit your manuscripts at
www.hindawi.com

https://www.hindawi.com/journals/jmath/
https://www.hindawi.com/journals/mpe/
https://www.hindawi.com/journals/jam/
https://www.hindawi.com/journals/jps/
https://www.hindawi.com/journals/amp/
https://www.hindawi.com/journals/jca/
https://www.hindawi.com/journals/jopti/
https://www.hindawi.com/journals/ijem/
https://www.hindawi.com/journals/aor/
https://www.hindawi.com/journals/jfs/
https://www.hindawi.com/journals/aaa/
https://www.hindawi.com/journals/ijmms/
https://www.hindawi.com/journals/tswj/
https://www.hindawi.com/journals/ana/
https://www.hindawi.com/journals/ddns/
https://www.hindawi.com/journals/ijde/
https://www.hindawi.com/journals/ads/
https://www.hindawi.com/journals/ijanal/
https://www.hindawi.com/journals/ijsa/
https://www.hindawi.com/
https://www.hindawi.com/

