Hindawi

Complexity

Volume 2020, Article ID 3172431, 12 pages
https://doi.org/10.1155/2020/3172431

Research Article

WILEY

Hindawi

Weighted Multiple-Model Neural Network Adaptive Control for
Robotic Manipulators with Jumping Parameters

Jiazhi Li®,' Weicun Zhang ,! and Quanmin Zhu

2

'Key Laboratory of Knowledge Automation for Industrial Processes of Ministry of Education, School of Automation and
Electrical Engineering, University of Science and Technology Beijing, Beijing 100083, China
*Department of Engineering Design and Mathematics, University of the West of England, Bristol BSI61QY, UK

Correspondence should be addressed to Weicun Zhang; weicunzhang@263.net

Received 4 September 2019; Revised 19 December 2019; Accepted 31 December 2019; Published 22 January 2020

Academic Editor: Xianggui Guo

Copyright © 2020 Jiazhi Li et al. This is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

This study addresses the tracking control issue for n-link robotic manipulators with largely jumping parameters. Based on radial
basis function neural networks (RBFNNs), we propose weighted multiple-model neural network adaptive control (WMNNAC)
approach. To cover the variation ranges of the parameters, different models of robotic are constructed. Then, the corresponding
local neural network controller is constructed, in which the neural network has been used to approximate the uncertainty part of
the control law, and an adaptive observer is implemented to estimate the true external disturbance. The WMNNAC strategy with
improved weighting algorithm is adopted to ensure the tracking performance of the robotic manipulator system when parameters
jump largely. Through the Lyapunov stability theory and the method of virtual equivalent system (VES), the stability of the closed-
loop system is proved. Finally, the simulation results of a two-link manipulator verify the feasibility and efficiency of the proposed

WMNNAC strategy.

1. Introduction

Robotic manipulators are highly coupled, time-varying, and
multivariable nonlinear dynamic systems. Due to the
complexity of the system, the control problem has been
extensively studied [1-4] in recent years.

It should be noted that dynamic uncertainties in robotic
system models are unavoidable due to the unknown load,
mass, etc., and such modeling uncertainties may lead to a
degradation on the control accuracy or even cause instability
of the robotic system. The modeling uncertainties can be
divided as structured uncertainties and unstructured uncer-
tainties. For structured uncertainties, adaptive control has
been widely used as an effective method for controlling
complex systems in the field of robotic control [5-12] in
recent years. In order to deal with the unstructured uncer-
tainties of robotic manipulator systems, various learning-
based control methods [13-17], including neural network
(NN) and fuzzy systems, have been proposed to overcome
them. As an effective method for approximating arbitrary

nonlinear continuous functions with arbitrary precision, NN
technology is very mature in modeling complex processes and
compensating for unstructured uncertainties [14, 16, 18-22].
However, most of the abovementioned references only
consider the case that the robotic dynamic parameters are
fixed or changed slowly. In real applications, robots often
pick up or lay down different loads abruptly, which is known
as large parameter uncertainties of robotic dynamics. Thus,
the control performance of the abovementioned methods
did not consider the jumping parameters which may de-
teriorate. Moreover, the system identification rate of con-
ventional adaptive control is comparatively slow, which
makes the transient performance of robotic systems poor in
this situation [23]. As the robotic system with uncertain
parameters is very complex, some researchers combine
multiple-model strategy with neural networks to improve
the control performance in recent years [24, 25].
Multiple-model control strategy is a solution for con-
trolling complex systems with jumping parameters [26, 27].
The goal of multiple-model control is to determine the most
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appropriate controller at any time based on identification of
errors and appropriate criteria. In the past few years,
switching multiple-model adaptive control [28-30] has been
widely used to deal with the robotic system with jumping
parameters. However, the switching between the controllers
may make the control performance nonsmooth. In order to
make the transition process smoother, we introduce
weighted multiple-model adaptive control (WMMAC) ap-
proach [31-35]. Through the WMMAC method, the control
range can cover the variation range of system parameter
change, which can solve the control problem of the complex
nonlinear system well when parameters change or jump
unexpectedly. Moreover, it enhances the robustness of the
system, effectively reduce the model identification time, and
decrease the system transient error. As we all know, it is
rather difficult to prove the closed-loop stability of the
WMMAC system. Fortunately, in [36-38], some new results
are presented on the system stability based on VES theory in
recent years.

Aiming at stabilizing the two-link robotic manipulator
with largely jumping parameters, uncertainties, and external
disturbance, a WMMAC scheme combining multiple NN-
based controllers is proposed. The main contributions of this
paper are summarized as follows:

(i) A WMNNAC scheme is proposed for robotic
manipulators to deal with dynamic uncertainties
and largely jumping parameters. It can improve the
transient performance of the system.

(ii) The disturbance observer is constructed based on
the RBFNNs. By online estimation, the error of
observation is reduced.

(iii) In this paper, a modified weighting algorithm is
given under the structure of robotic manipulators.
Through VES theory, the stability and convergence
of the robotic system are analyzed.

The rest of this paper is organized as follows. Section 2
gives the preliminaries. Section 3 is divided into three parts
which successively describe the design process of the local
controller and global controller and stability analysis of the
controller against the jumping parameters in practice.
Section 4 gives the simulation results to verify the feasibility
of the developed control method. Finally, Section 5 con-
cludes the paper.

Notations. Throughout this paper, the superscript T stands
for matrix transposition. R denotes the space of real
numbers; R" denotes the n-dimensional Euclidean space
with the vector norm || - ||; and R™ is the set of all 1 x m real
matrices. A, (-) and A, () are the minimum and maxi-
mum eigenvalues of matrix -, respectively. | | denotes taking
the absolute values of all the elements in the vector .

2. Preliminaries

2.1. Model of Robotic Manipulators. Considering the dis-
turbance, the dynamics model of the n-link rigid robotic can
be drawn by the Lagrange equation as
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M(q)d+C(q:9)q+G(q) =u-d, (1)

where ¢,4, g € R" represent the vector of the joint angular
position, corresponding velocity, and acceleration, respec-
tively; u € R" is the applied joint torque; M (g) € R™" is the
inertia matrix; C(q,q) € R™ denotes the Coriolis and
centrifugal force; G(g) € R" is the gravity items; and d € R”
is the external disturbance. In this study, the following
properties of system (1) with revolute joints are available
[39, 40].

Property 1. M (q) is symmetric and positive definite and is
bounded by the following inequalities: m, <[ M (gl <my,
where m, and my,, are positive constants.

Property 2. (1/2)M(q) -C(g,q) is skew-symmetric, i.e.,
xT[M(q) -2C(g,§)]x = 0, Vx € R".
The following assumption is used in this paper.

Assumption 1. We assume that the disturbance d(t) is
continuous and uniformly bounded, i.e., there exists a
constant d>0 such that |d ()| < d, Vt € [0,00) and a con-
stant d' >0 such that |d (t)| <d’, Vt € [0, 00).

2.2. RBFNN. RBFNN is a special NN architecture with some
advantages. In the field of robotic control, RBENN has been
widely used owing to the powerful approximation ability to
nonlinear functions. RBFNN has a simple structure with
input, output, and hidden layers. The input layer is simply a
fan-out layer, and the input vector is donated as
Z = [ZI,ZZ,...,Zq]T €Q,; cR1 In the hidden layer,
Gaussian kernel functions are selected as activation func-
tions, that is,

T
(h), = exp —(Z—ijZ(Z—yj)} iel2m @
j

where y; = [p, 4jp, - . . ;] represents the center value of
the jth node, NN node number m > 1, and b; is the value of
width [41].

The output layer computes the output value through the
vector of connection weights. In this paper, RBFNN is
utilized to approximate the continuous function, where the
weight vector W; € R™. There exist an ideal constant weight
vector W and the bounded approximation error ¢, (2), i.e.,
le; (Z)| <€ with g; > 0 for all input Z € Q. This is computed
as

fi(2)=W:TH,(Z) +&(2Z), VZeQ,cRLi=12,...,n
(3)

where H; = [h,hy,...,h,]".

2.3. Useful Mathematic Tools

Definition 1. sgn(a) € R" is defined as

sgn (a) = [sign(a,),sign(a,),...,sign(a,)]’,  (4)
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where a is an n-dimensional vector and sign(-) is the
standard signum function.

Definition 2. b' € R" is defined as

b= [|b1|tsign (B,), |b,|'sign (b,), .. ., |b,|'sign (bn)]T, (5)
where b is an n-dimensional vector.
Definition 3. The operator “©” is defined as
cod =[cdy,cydy, . .. 0, (6)

where ¢ and d are two n-dimensional vectors.

3. Control Design

In this study, the control objective is that the robotic ma-
nipulators can still track the desired trajectory well with
good transient performance when the system parameters
jump. In order to achieve this objective, we develop the
WMNNAC. The design process is given as follows: firstly,
according to the variation ranges of parameters, we create
multiple submodels to built a model set. Secondly, corre-
sponding local NN-based controllers are designed by Lya-
punov theory, and stable local closed-loop systems can be
obtained. Finally, an improved weighting algorithm is
proposed for the characteristics of the robotic system. Based
on the new algorithm, the weights corresponding to each
local controller are obtained at each moment. It is used for
fusing local controllers to generate the global control signals.

Obviously, the controller design is divided into two
parts: the local controller and the global controller. The
concise block diagram of the proposed WMNNAC system is
shown in Figure 1, where u(t) is the global control signal,
y(t) is the output of robotic manipulators, y,(t) is the
output of the local model, NNC; is the &th local NN-based
controller, and u;(t) and p;(t) are the corresponding
control signal and weight, £ =1,2,...,N.

3.1. Local Controller Design Based on RBFNNS. We first
consider the design of the local controller. When the pa-
rameters of the robotic are known, the control objectives can
be well achieved. However, the model of the robotic includes
uncertainties and disturbance, and the accurate values are
unknown in the actual system. Considering the complexity
of manipulator dynamics and the effective learning mech-
anism of NN, the RBFNN adaptive controller is developed to
eliminate the influence of uncertainties. Furthermore, we
give a generalized error to speed up the recovery after system
instability. Meanwhile, we design an adaptive observer to
compensate for external disturbances.

Let x, = g and x, = ¢, and the robotic dynamics model
(1) is described as

3
JA0)
- 1

py() 5,0
Weighting
Local algorithm

controllers
(1) X Robotic | ()
: system
F1GURE 1: Concise block diagram of the WMNNAC system.
X =Xy,

(7)

%, =M '[u-d-Cx, -G

Define a tracking error z, and a second error by in-
troducing a virtual control o = Kz, +x,;, K, € R" is a
gain matrix:

(8)
Differentiating z, and taking the time derivative of z,
lead to
Zy=2,+a, —x;=-K,z, + 2, ©)
9
2, =M "' (u-d-Cx,-G)—&,.

Then, we propose the first Lyapunov function candidate
as

1

Vv, = Elezl. (10)
Differentiating V, yields
V,=-zK,z, + 2 2,. (11)

Choosing a generalized error yields

—, Ll
$=2z)+ 72, (12)

B

where § = diag(5,,3,, - - -, 3,,) with 3, >0 and ¢ satisfies the
following condition: 1 < ¢ <2. Then, s can be written as

. . 1. o1
s:z1+(p/§22®|zz| : (13)
Consider a new Lyapunov function candidate as follows:
Ly 17
V2 252121 +ES Ms. (14)

Differentiating V', with respect to time, we obtain
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V,=V, +sTMs'+§sTMs
T T T T . 1. o—1
-z1K 1z, +z12, +s Cs+s" M| z, +¢EZ2®|Z2|
= 21Kz, + 271z, + 5" (Cs + Mz))

1 _
+qu)B (u—d-Cxy, - G- Mi)o|z,| !
(15)

According to Assumption 1, we can obtain the upper
boundary of the disturbance. However, the upper boundary
of external disturbance is usually unknown and cannot be
measured. We construct a disturbance observer d to solve
these problems. Define the estimation error d = d — d. Then,
a new Lyapunov function is given as follows:

Vi=V,+ %&Tr;IEL (16)
Its time derivative can be written as
V=V, +d I, (d-d)
< —z[Kz, +2]z, +5" (Cs+ Mz,)

(17)

+5Tgol u—d-Cx, —G—M¢3c1)<3|zz|¢_1

5

ifir‘l Iyl o g ) vd T
- il lisi(PB®|Zzl'| +d; |+d T, d.
i=1 i

When M, C, and G are known, the controller can be
designed as

Uy = Cx + G+ Méy, +d — ¢ ' f(Cs + M2,) 0|z, ™"

_ ‘1/3(" P z! 122 +17|s|51gn(s)>®|z2|l_w
(18)
Also, the controller can be designed as
BS 1 _ ~
di = —rli(slr(PB'O |ZZI-|(P ! + 81idi)’ (19)
where T'; is the constant matrix and §, is a positive constant.
Plugging (18) and (19) into (17) yields

n n
Vi< -z Kz —nlsl® + Y dryldy + Y d,6,d;

i=1 i=1

1 =2 1 & =
T 2 1 1572
< -z Kz —7lisl =5 2(511' Ty )di ts Z Iy d;
i=1 i=1
1 & =
+s > 8,d;
io1
S -pVstep

(20)
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where p, and ¢, are two positive constants given as

. 2 . 6 i r711
Pl = mln(z)tmin (Kl) ’ZM) i Iil} ﬁ)

1 L _1_,2 1 L —2
=5 2 Tid i +5 ) dud;.
i=1 i=1

(21)

To guarantee p, >0, the control gain I';; and §y; is se-

lected to satisty
-1

l Ilnzm (61,- -T; ) >0. (22)

Since uncertainties sometimes unavoidably exist in M, C,

and G, the aforementioned control law, which is built on the

assumption that the exact parameters can be obtained, is not

applicable for the robotic system. Thus, we utilize RBFNNs

to approximate the uncertainties by the online estimation.
W*TH (Z) = (<Cx, - G - M&,) 0 |z,|"" o)
+¢ 'B(Cs+ Mz,) - e(2),

where Z = [q, g, s, &,] are the input variables and ¢(Z) € R"
is the approximation error.
We propose the RBFNN adaptive control as

u= —(p1ﬁ<” e z1 Z, + 11|s|s1gn(s)>® |zz|l_¢

(24)
WIH(Z)0|z,| ? +d
The weight adaptation law is designed as
M/./\i = rz:‘( i B; > 9H;(Z) - 82iwi)’ (25)

where T, is the constant matrix and §, is a positive constant.

Theorem 1. Considering the robotic system described by (1)
with bounded initial conditions, under the control law (24),
the NN adaption law (25), and the disturbance observer
adaption law (19), if Assumption 1 holds, we can obtain the
semiglobal uniform boundedness stability of the closed-loop
system. In addition, the closed-loop error signals z,, s, d, and
W will remain within the compact sets Q,, 0, Q5 and O,
respectively, defined by

. ={z1 e R ||z, < VD,

o-fre 2}

Q

(26)
D
O~ = cR" e
d { | "d" = /\min (rfil) }
~ D
R W<\ r——F
Jl Amin (rzil) }
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where D =2(V(0) + (c/p)) and p and c are two positive
constants.

Proof. Consider the overall Lyapunov function candidate

N

W LW, 27)

Differentiating (27) and substituting control law (24)
into it yield
. 1 &
V<-z Kz —lsl’ - 5 3 (6, -
i=1

2 o g
Iy )di "'5 Zrli d;
i=1

WW

M=

1 n
320 :

+s ¢ e-WH©Z))+
il )+

Il
—

i

(28)

2 i (I = (1/2) @)

pP= min<2/1min (Kl)’ A M)

max (

Substituting weight adaptation law (25) into (28) and
simplifying it yield

; T T 1
V<-2z1Kz, -5 (qI—q)zﬂ s

Wi+% ;I‘hldl += Z&l,dl +9—

n

5 Y (6~ 1)

i=1

[

N =

=
=

i=1 Zﬁ
1 L T *
+5 i;wi 0,W; < —pV +g,
(29)
where
811 111 : 62i
min ———=5, min ————< |,
i=120m Ao (T7Y) i=12e0m A (T51)
(30)

1S = 1T & = 1 "
c=- YT AR5 Y 60d; + g 4 Zw T8, W

2 i=1 l 2 i=1 ﬁ

To guarantee p >0, the control gains #, I'};, and §,; are
selected to satisty

Amin(’/ﬂ _(21/5>§0> >0,

rﬁlzinn(% -T};)>0.

(31)

From the above analysis, we know that the signals z; and
s, as well as the approximation errors d and W are bounded.

Multiplying both sides by e in (29) and integrating it,
we obtain

V)< (V(O) - C>epf + £
p p
(32)
c
<V (0)+—-
p
Then, the following inequalities hold
1 c
Elez1 <V (0) + ; (33)

Hence, z; converges to the compact set. Bounds for s, d
and W can be similarly shown, and this concludes the
proof. O

3.2. Global Controller Design Based on Weighted Multiple-
Model Approach. Great progress has been made in solving
uncertainties by NN, yet it cannot be handled well when the
parameters jump largely. WMNNAC, as a method com-
bining conventional adaptive control and prior knowledge,

i=1

can improve the trajectory tracking performance of robotic
with largely jumping parameters. The design process in-
cludes the construction of the model set and controller set, as
well as the weighting algorithm.

Several local models with fixed parameter are established
to form a model set, which is expressed as

={M|§=1,2,...,N}, where M, is the {th local model.

The design process of the local controller has been given
based on Lyapunov direct method. It is capable of achieving
good trajectory tracking of the robotic with uncertainties
and disturbances. Corresponding to each local model, we
design a local NN-based controller by this method. Thus, we
can establish the controller set ¥ = {CE [E=1,2,... ,N}.

Based on [42], a new weighting update algorithm is
proposed for the structure of the robotic manipulators. It is
employed to coordinate local NN-based controllers to
generate the global control signals in real time. The key to the
new algorithm is to define a performance index based on the
model output error.

For clarity, the algorithm is expressed in the discrete-
time form, and a zero-order holder can be adopted to obtain
continuous signals.

Since this paper studies the n-link robotic manipulators,
we should consider that single error has the approximately
same influence on model output errors, and we define the
model output errors as

eg = q‘f - q = [efl’eEZ’ e ,efn],
£E=1,2,...,N, (34)
e; (k) = 0,€3, (k) + O,e3, (k) + -+ + 0,5, (K),



where 0; >0 is the error weight of the ith link of robotic in
the model set.
The performance index is designed as

I (k) = a + e (k) (35)

where « is a small value.
Then, we give the following weighting algorithm:

Iin(k) = min I (k), (36)
Linin (K)

k) =—r—, 37
g (k) (0 (37)
() = lg(k-1), gk) =1, (38)
4 - lf (k _ l)g(k)ceil(l/(l—g(k))), g(k) <1,

I (k)
(k) = v 39
From above all, the global control law is defined as
N
u (k) =Y pg (Kyug (k), (40)
&=1

where the value of p;(k) lies between 0 and 1, and
Y pe (k) = 1,Vk>0.

3.3. Convergence Analysis of the WMNNAC System. We have
the following convergence result for the WMNNAC system.

Theorem 2. Respecting the WMNNAC system structured in
Figure 1, it owns the following properties:

(1) The time interval of parameter jump in the plant
model is long enough (for details, see description in
section Simulation)

(2) Various stages of the plant model can be approxi-
mated by model set A

(3) Each local NN-based controller is well designed such
that the closed-loop system is stable, and the output of
system is tracking the reference signal

(4) M € A is the model closest to the current plant in the
following sense with probability one for Yk >k

( Tj+k Tj+k
ei(r)< Z e?(r), Vk>k,u#é,
r=1 r=1
Tj+k
1 lim 1 e’ (r) =R (41)
k—o0 k — # #
1 T]-+k
. 2
klinoo % 2 e (r) =Ry,  R,<Ryu#é,
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where k is an unknown finite time instant, R, is a constant
value, Ry may be constant value or infinity, and Tj,j =
0,1,2,... is the time sequence for jumping parameters.

Then, the global controller converges to the most ap-
propriate local controller at each stage of parameter jumps,
and the WMNNAC system is stable.

Proof. Firstly, it is not difficult to see that algorithms
(36)-(39) together with properties (2) and (4) in Theorem 2
guarantee with probability one that

[ Lnin(K) = 1(K),

LK) _ |
lf' (k) "
1 42
LK)
1)

>

<1,

| Vk>k,u#t.

Moreover, if there is

lim g(k) = lim bnin k) _
k—00 k

—oo LK) (43)

Then, from (38), we have

Jim [g (k) etV g ) _ L (44)
—00 e

It can always guarantee that
lg (k) — lg (0);
1, (K) — 1,(0), (45)
§# .

Thus, from (39), we obtain
klim pe(k) = 1;

lim p, () =0, (46)

.

That means the weighting algorithm is convergent.

Further, we know that the global controller of the
WMNNAC system will converge to the most appropriate
local controller corresponding to the local model M; € A.
Besides, the NN-based local controllers are established in the
same way. Then, the WMNNAC system can be described as
VES in the input-output sense, as shown in Figure 2.

M; € A is the model closest to the true plant, C; is the
corresponding NN-based controller, Au (k) is the equivalent
control error, Au(k)=u(k)—u;(k), and e (k) is the
equivalent output error, e’ (k) = y (k) - ye (k).

For the NN-based controller, we have rigorously proved
the stability of the local closed-loop system based on Lya-
punov theory, and the influence of other fixed controllers is
included in Au (k). According to property (3), the stability
can be obtained for a short time period.
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Au(k) dk)  ep(k)

ug (k) u(k)

F1GURE 2: VES of the WMNNAC system.

Finally, since the jumps cannot be infinitely fast, the
WMNNAC system is composed of “slow” switching between
these stable local systems. By switching system theory [43],
the WMNNAC system of the robotic manipulator with
jumping parameters is stable. O

4, Simulation

In this section, considering a two-link robotic manipulator
shown in Figure 3, simulations are carried out to verify the
performance of the controller designed in Section 3. It is
assumed to move on the Cartesian space and then the
position vector g can be rewritten as

q= [ D ] (47)
b)

For kinematics model (1), the parameters can be written as

[ My, M,
M(q) = . (48)
| My, myls, +1,
Cgq) = [ -m,lil,4,sing, C, (49)
’ | mylil,q,sing, 0 )
[ G
G(g) = | : (50)
| Mylag COS(% + ‘b,)

My, =m B +my(I5+ 15 + 2L cosq,) + 1, + 1, (51)
M,, = My, = my(I2, + 11, cosq,) + 1, (52)
Ciy = -myl 15 (4, + G5)sin gy, (53)

Gy = (mly +myly)gcosq, +myli,gcos(qy +q,), (54)

I, =2l
1 cl (55)
I, =2l,.
System parameter values of robotic are given as
m, = 2kg,
m, = 1kg,
I, =0.35m,
56
I, =0.31m, (56)

I, = 61.25x 107 kgm®,
I, = 20.42 x 10~ kgm”®.

.
S
o
L
E=
(=}
a.
L
oo
5]
<
Time (s)
—— Target q;4
--- Actual q;
S
5]
o
L
ES
1)
o
)
=)
=]
<
Time (s)
—— Target go4
--- Actual g,

FI1GURE 4: Tracking performance of g, and g, with the single NN-
based controller.

The states of robotic are initialized at g, (0) = ¢, (0) =0
and ¢, (0) = ¢, (0) = 0, and the original configuration of the
NN weights is zero. The target trajectory tracking a circular
path i 1sjg1ven as q; = (g, Gogl” = [sin(t) + cos(t), sin(t)+
cos(t)]", where t € [0, tf] and ty=20s. The external dis-
turbance is given as d = [sin(t) + 1,2 cos(t) + 0.5]".

There are three parts encompassed in the following
simulations. Case 1 presents the good control effects of the
proposed local NN-based controller with external distur-
bance. Case 2 is used for comparison to show the poor
performance of the local NN-based controller when largely
jumping parameters occur in the robotic system. Case 3
shows the advancement of the proposed WMNNAC method
for robotic in the case of parameters jumping.

Case 1. Local NN-based controller.

For the NN-based control system, the constant pa-
rameters are chosen to build model as K; = 1001,,,, = 28,
18 =271,,, ¢=1182, T, =0.5I,, and o, =100I,,,,
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FiGure 5: Tracking error under the single NN-based controller.
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FIGURE 6: Single NN-based control inputs.
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FIGURE 7: Estimation weights with the single NN-based controller.

which satisty the conditions in (31). For the RBENN, it owns
256 nodes, and its parameters are given as I'; = 1001,54,756
and o, = 0.21,,,. Moreover, the initial weights of RBFNN
are 0.

Complexity

S

o

o

2

2

=%

L

=

g

<

Time (s)

—— Target g4
--- Actual q;

S

S

=

2

2

=%

L

=

g

<

Time (s)

—— Target qpq4
- -~ Actual g,

FiGure 8: Tracking performance of g, and g, of the single NN-
based controller with jumping parameters.
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FIGURE 9: Tracking error under the single NN-based controller with
jumping parameters.

The simulation results of the NN-based controller are
shown in Figures 4-7. They can be stated that the angle
positions can track desired trajectory gratifyingly, and the
tracking errors are convergent and fluctuate gently around
zero. The values of the controller are presented in Figure 6.
From Figure 7, we can notice that the approximation weights
of RBENN remain within bound.

Case 2. Single NN-based controller for the robotic ma-
nipulators with jumping parameters.

Meanwhile, we consider that the value of m, and [, in the
robotic system is mutative, and other parameters are the
same as above. When the mass of link 2 is changed from 1 kg
to 7kg and the length of link 2 is changed from 0.31 m to
0.2m at t = 6s, we can obtain the results shown in Figures 8
and 9. Compare to Figure 5, they show that the tracking
error fluctuates more intense. Obviously, single NN-based
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TaBLE 1: The designed parameters of the model set and the controller set.

Model set Model parameters Corresponding controller parameters
Model 1 m, = 1kg, I, = 0.31kg n =28, 1/ =271,,
Model 2 m, =3kg, I, =0.25kg n =39, 1/ =101,,,
Model 3 m, =7kg, I, = 0.20kg n=72,1/p=15I,,
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FIGURE 11: Tracking error under the WMNNAC.

controller cannot meet the tracking effect and even bring
about system failures when model parameters jump largely.

Case 3. WMNNAC for the robotic manipulators with
jumping parameters.

The implementation method of each local system is
similar to Case 1. We just set suitable parameters to each
local system for better performances. According to
(48)-(55), the different robotic manipulator system is built
by different model parameters. In this simulation, m, and I,
are different in each model. Under this circumstance, the
parameters of the model set and controller set are shown in
Table 1. The other parameters of the three local system are
the same as Case 1. It is assumed that the manipulator

Model 1
weight, p1
(=]

w

0 2 4 6 8 10 12 14 16 18 20
Time (s)

Model 2
weight, p2
=1
w

Time (s)

Model 3
weight, p3
(=}

w

0 2 4 6 8 10 12 14 16 18 20
Time (s)

FiGgure 12: The weights for the local controllers of the WMNNAC
system.
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F1GURE 13: Global control signals for the manipulator with jumping
parameters.

parameter jumps twice, respectively, from model 1 to model
2 att =3s and from model 2 to model 3 at t = 6.

The simulation results are shown in Figures 10-13.
Compared to Case 2, it can be seen that the angle positions of
the robotic can still follow the desired trajectory well, and the
errors fluctuate and remain within a small range even when
the parameter jumps largely. Moreover, the weights of three
local controllers are demonstrated in Figure 12. It can be
seen that the weights converge well. Besides, Figure 13 shows
the global control signals, and the results indicate that the
system can choose suitable control inputs rapidly to adapt
the abrupt changes of parameters by the weighting
algorithm.

Finally, we analyze the transient performance of the
robotic system by comparing the error of case 2 and case 3
when the parameters jump. By partial enlargement, the
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FIGURE 14: Transient performance of (a) single NN-based controller and (b) WMNNAC.

comparisons are shown in Figure 14. As we can see, the
greater error fluctuations and longer adjustment times based
on the single NN-based controller are shown in Figure 14(a).
Encouragingly, the WMNNAC can improve the transient
performance shown in Figure 14(b).

By the superiority of fusing multiple controllers, the
WMNNAC method is effective to avoid instability and poor
transient performance caused by largely jumping parameters.

5. Conclusion

In this paper, we developed a WMNNAC method for robotic
manipulators with jumping parameters. The local NN-based
controller has been clearly deduced and has good performance
in compensating for the influence of uncertainties and ex-
ternal disturbance. By combining multiple NN-based con-
trollers and the WMMAC method based on the improved
weighting algorithm, the robotic manipulators can track the
desired trajectory well when parameters jump largely.
Moreover, global stability analysis and proof have been given
based on VES theory. Finally, the simulation results have
demonstrated the efficiency of the developed control ap-
proach. In the future, research will focus on methods for
establishing the model set and the practical application.
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