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 e coordinated development of smart cities has become the goal of world urban development, and the railway network plays an
important role in this progress.  is paper proposes a solution that integrates data acquisition, storage, GIS visualization, deep
learning, and statistical correlation analysis to deeply analyze the distribution data of companies collected in the past 40 years in
the Yangtze River Delta.  rough deep learning, we predict the spatial distribution of the company after the opening of the train
stations.  rough statistical and correlation analysis of the company’s registered capital and quantity, the urban development
relationship under the in�uence of the opening of the railway is explored. Going forward, the use and application of such analysis
can be tested for use and application in the context of other smart cities for speci�c aspects or scale.

1. Introduction

Nowadays, the development of smart cities has become an
emerging model and key target of world urban development
[1]. IBM de�nes “smart cities” as the use of information and
communication technologies to sense, analyze, and integrate
key information about the city’s core systems in operation
[2]. It is predicted that more than 60% of the population will
live in an urban environment [3] by 2030 and this record will
further reach 68% by 2050 [4]. With the notion and the
theory of “urban planning” and “smart city” becoming more
complex [5], much more advanced technical support are
required [6]. At present, the data-centric [7, 8] “smart city” is
still in its infancy, and its development is challenged by
none�ective process of huge amount of data and restricted
extraction of data values [9]. New technologies such as big
data [6, 10, 11] processing, data mining, arti�cial intelli-
gence, and deep learning are important tools to build smart
cities [6, 12]. However, the analysis of geospatial data in
many developed cities ignores some important social and
economic management elements.  at is, there is a dis-
connect and asymmetry among information collection,
acquisition, and application. And the coverage and utili-
zation rate at the level of time and space is not

comprehensive enough to meet the needs of government
management [13].

As one of the most important economic entity in the
world, China has attracted worldwide attention. Over these
years, China has been vigorously promoting its urbanization
strategy and strived to achieve the world’s highest urbani-
zation growth rate and broad development space [14]. And
as an important active economic center of China, the urban
agglomeration in the Yangtze River Delta [15–17] has
formed �ve levels of urban scale hierarchy, showing the
characteristics of “pagoda type” [18] that are mutually in-
clusive, mutually integrated, and mutually in�ltrated.  e
in-depth analysis of the companies and economic data in the
Yangtze River Delta makes sense in many aspects: It is
conducive to the upgrading of new technologies and the
mastery of the laws of urban economic development.  at is
to say, with the continuous updating of technology, this
analysis process can help to reveal the inherent laws of
economic development [19, 20] of human beings.

 e purpose of this study is to design and develop a
solution that combines the long-term company registration
information in the Yangtze River Delta and new technol-
ogies to enable in-depth analysis of the relationship between
railways and the company evolution. To support this
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research, company registration information (such as spatial
location and opening time) of nearly forty years in the
Yangtze River Delta were collected from the Internet. Big
data, deep convolutional neural networks, and data corre-
lation analysis techniques were combined and used to
achieve effective storage, visualization, in-depth analysis and
prediction of the mutual promotion, and development of
railway and company. And a convolution-deconvolution
hybrid deep learning network is proposed in this paper to
process the spatial and temporal data of 314 railway stations
in the Yangtze River Delta. By making full use of these data
and tools, we have carried out research on related questions:
the contribution of different regions (e.g., Shanghai and
Suzhou) to the development of the entire Yangtze River
Delta, the interaction and influence among the development
of different regions, the role of different railways in the
development of the surrounding and urban areas, and make
it possible to predict spatial distributions of the company
after the opening of the train stations through the deep
learning method. ,is technical solution can be served as an
effective method to solve the complex problems associated
with smart cities.

,is work is organized as follows. Section 2 shows related
works. Section 3 discusses the acquisition and storage
methods of network big data, the data analysis network
model of deep learning, the data visualization, and the
theoretical process related algorithms. Section 4 presents the
results of visualization, deep learning, and relevant analysis.
Section 5 discusses the results in Section 4. Finally, Section 6
summarizes the contributions and presents some future
research directions.

2. Related Work

,ere are many factors affecting the economic development
of urban agglomerations. Railway construction is one of the
important factors and has a great impact in the Yangtze
River Delta [21]. With its enormous social and economic
benefits, it has become an important mean to develop urban
economy and improve the industrial structure and the living
standards of residents [22]. ,e existence of the trans-
portation system is one of the essential differences between
survival system and market economy [23, 24]. ,ere have
been many studies on the data analysis and application of
railway transportation, economy, and smart cities. Some of
the literature only studies intelligent transportation [25] and
intelligent economic development [26] or explores the
impact of transportation and economic development [27].
However, there are still some deficiencies in the overall in-
depth analysis of these three aspects by using the emerging
deep learning and big data tools.

Smart city research is data centric, and the entire process
includes data acquisition, collation, storage, processing,
visualization, and analysis. Getting the data for smart city is
the first of these. In recent years, big data on the Internet has
become an important source for data analysis, such as the
various social medias, Bulletin Board System (BBS), news,
and other websites [28]. Big data is a term for massive data
sets having large, more varied, and complex structures with

the difficulties of storing, analyzing and visualizing for
further processes or results [10]. ,ese data have the
characteristics of large quantity, wide range, and high value
and have made great contributions to the financial, eco-
nomic, resource, energy, and tourism industries required for
urban development [25, 27, 29, 30]. Sen et al [31] used the
Google location data from around the world to collect
walking information from 25 cities on five continents. It also
showed the useful applications of these data in urban
analysis, such as how different areas of the city compare in
terms of accessibility and which areas of the city benefit the
least from the least intervention. Alberto et al [32] used web
tools to automate data collection, collation, and visualization
of complex healthcare research, including social network
analysis.

Once the data have been acquired and organized, rele-
vant tools can be used for initial visualization and analysis.
Afaneh and Shahrour [33] introduced the use of geographic
information for data management and visualization in the
Smart City Project (SunRise, Smart City) at the Lille Uni-
versity Science Park. It used smart sensors to collect oper-
ational data of water and energy networks and used
Geographic Information System (GIS) to manage and vi-
sualize assets and operational data of smart city projects.
Yamamura et al [34] proposed a “GIS-BIM”-based urban
energy planning system that includes GIS database con-
struction and analysis to obtain optimized technical and
policy solutions to realign urban infrastructure. However,
the management and visualization of these data is too de-
pendent on the software itself, such as ArcGIS. Overreliance
on these software, data interface, and algorithmmodification
optimization may be problematic, resulting in an internal
mechanism that cannot flexibly and efficiently explore data.

For in-depth learning and mining of big data, especially
geographic data, today’s machine learning (ML) [35]
technology has played a key role in this work [36]. ML is a
discipline focused on two interrelated questions. ,e ML
algorithms can be viewed as searching through a large space
of candidate programs, guided by training experience, to
find a program that optimizes the performance metric [37].
It is able to extract as much useful information as possible
and gain new insights from these data, simulations, and
interaction between the two. Tarutani et al. [38] applied ML
regression model techniques to predict temperature distri-
bution in the data center, reducing air conditioning power
consumption by approximately 30%. Chin et al. [39] studied
four well-known ML classification algorithms (Bayesian
Network (BN), Naive Bayes (NB), J48 Tree Classifier, and
Nearest Neighbor Algorithm (NN)) in correlating weather
data (in particular, the impact of rainfall and temperature on
the short-distance travel of London cyclists). ,rough the
evaluation in terms of accuracy, credibility, and speed, the
conclusion is that the decision tree J48 algorithm performs
best in accuracy, while the kNN IBK algorithm builds the
model fastest.

Compared with the traditional ML method, deep
learning can deeply study the diverse structural features in
high-dimensional data and explore the class distribution
probability of data [40]. Deep learning methods are the
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multilevel representation learning method with represen-
tations, which is obtained by combining simple but non-
linear modules, each of which converts a level (from the raw
input) into a higher, slightly more than the abstract level
[41, 42]. Balchandani et al. [43] proposed a deep learning
framework to analyze street photographs and to detect if the
streets were dirty by detecting garbage objects. ,e frame-
work better analyzes the automation framework for street
cleaning problems by analyzing, finding, and efficiently
scheduling cleaners in areas that require more attention.
Dongjie et al. [44] realized a detection of the high-accuracy
locators based on the Faster R-CNNmodel, which has a high
engineering application value. ,ey also used the Hough
transform to detect the skeleton contour of the locator and
filtered the optimal fitting straight line of the locator through
the filter line mechanism, which performed a noncontact
accurate measurement of the slope of the positioner. Camero
et al. [45] proposed a new technology based on the deep
learning and regression neural network to solve the problem
of parking occupancy prediction. ,e occupancy rate of 29
parking lots in Birmingham, England, was tested in the data
of 11 weeks. ,e results show that the method is accurate to
the way people use in their daily lives and is superior to
existing competitors.

In summary, we find that the Internet has huge and
valuable data and need to be acquired and stored by using
effective tools. Faced with such huge data, traditional rela-
tional databases cannot satisfy large-scale and high-con-
currency dynamic queries nor can they effectively support
deep learning and subsequent data research. At present, big
data research in smart cities is still in its infancy. Traditional
artificial intelligence algorithms (such as neural network,
genetic algorithm, artificial bee colony, particle swarm op-
timization, cuckoo search algorithm, flower pollination al-
gorithm, chicken swarm optimization, and bat algorithm)
can still theoretically be used, but are heavily limited to the
calculation of small data sets, not for smart city big data
analysis [46]. And the current research progress has not
produced enough value and contribution [47]. ,e effective
visualization and processing and effective deep learning and
analysis of big data need to be organically combined.

3. Materials and Methods

,e implementation process of this paper is shown in
Figure 1. First, the Internet resources were fully utilized to
obtain the established time, location, latitude and longitude,
type and registered capital of all companies registered in the
Yangtze River Delta from 1980 to 2018, and the related
opening time of 314 railway stations (15 railways). Next, by
developing GIS software, the data are displayed on the map.
After that, according to the opening time and location of
each railway line, the company registration data are screened
to calculate the distribution density matrix of the company.
,ese density matrices are imported into the design’s deep
learning model. ,rough this model, the distribution
forecasting training for the three years after the opening of
the railway will be carried out to find out the in-depth impact
of the railway on the economy. ,e historical data of the

newly established railway company registrations will be
imported into the trained model to predict the future
distribution.

3.1.DataAcquisition. ,is paper uses Scrapy [48] to develop
a distributed framework for website data acquisition. ,ese
data are from Enterprise Yellow Pages of China which in-
clude base information of company we need and are free and
public to society. ,us, there are no legal and ethical issues
[49]. By analyzing the characteristics and locations in the
website, the data are efficiently collected in a breadth-first
manner. ,e latitude and longitude conversion of the lo-
cation information is realized by combining the Baidu map
API.

,e regular expression [50] method is used when ac-
tually extracting page data. However, when extracting the
data required by the webpage, only using this method cannot
flexibly identify the data features based on the page content.
Moreover, due to the different content of different web pages
(especially when there are similar tags in the code of web
pages), it is easy to grab the wrong data of the wrong lo-
cation, or even unable to grab any information correctly.
According to the tree structure characteristics of the web-
page, this paper analyzes the subpages and the nodes of data
in the tree structure of the webpage and uses the XPath [51]
method to extract the relative path of the data. ,is method
can extract the corresponding data accurately and efficiently,
and then finely process the obtained data by the method of
regular expression. Finally, the data are stored and saved as a
JSON file for importing into the database.

3.2. Data Storage. Relational databases are slow to respond
to large and highly concurrent dynamic queries. And its
storage method is also inefficient when facing big data.
,rough analysis, it is found that there is no other rela-
tionship between the data in these unstructured data in the
Yangtze River Delta. But the amount of data is large, and
there is a need to better support a large amount of quick
access to tools such as GIS. For the use of these data, the
platform needs to store once and query multiple times
without further processing and update operations on the
data. In the Internet field, NoSQL database [52, 53] tech-
nology based on nonrelational database has been success-
fully applied. It breaks the relational model of traditional
databases, making data stored in a more free way, without
relying on the relationship between fixed table structures
and data. ,is is great for storing big data.

NoSQL databases are divided into key-value databases,
columnar databases, document databases, and graph data-
bases [54]. By comparing the advantages and disadvantages
of each database, this paper finally adopts the document-
oriented MongoDB database [55, 56], a database based on
distributed file storage. ,e query language of MongoDB is
very powerful, and it uses binary json (bjson) form of the
document for storage and can store more complex data
types. ,is database is also easy to be deployed and used. Li
et al. [56] proposed a hybrid distributed storage strategy for
spatial big data, in whichMongoDB database was used as the
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engine of distributed spatial data to meet the needs of big
data storage and the needs of traditional GIS applications.

,is paper stores two types of data, which are company
data and train station data. For the company data, we ac-
quired 1,921,973 data, including all kinds of companies in
the Yangtze River Delta region of China for 40 years. Each
data includes the company’s completion time, the registered
capital, the type, the type of product manufactured, the
detailed address, and the latitude and longitude corre-
sponding to the company’s address. And for the train station
data, the information of the Yangtze River Delta railways
including 314 railway stations (15 railways). ,ese railways
are including Ningqi railway, Xinchang railway, Hening
railway, Suhuai railway, Shanghai-Kunming railway,
Shanghai-Nanjing railway, Nanjing-Hangzhou high-speed
rail, Xiaoyu railway, Hangzhou-Ningbo high-speed rail,
Beijing-Shanghai high-speed rail, and Beijing-Shanghai
railway.

3.3. Data Visualization. Data visualization plays a very
important role in smart cities [57]. A common visualization
tool is GIS, which can display data in a variety of visual ways
in the corresponding map. However, relying solely on
dedicated GIS software, it is difficult to achieve more free
data calculation and analysis. ,erefore, when writing re-
lated processing programs, we use ArcGIS Engine embedded
in C# programming to construct a special GIS application to
help us realize spatial visualization of data, as shown in
Figure 2. ,e interface implements a variety of free control
modes and can adjust the display time range, regional range,
and company type range by the user and also perform re-
gional statistics.

We optimized the calculation and clustering of our data
based on the k-means [58, 59] clustering algorithm and the
simple linear iterative clustering (SLIC) [60] algorithm so
that the clustering algorithm can balance the spatial position
of the data and the registered capital of each company.
Interestingly, the results of the development of clusters are
indeed the current shape of “three provinces and one city”
(Jiangsu Province, Anhui Province, Zhejiang Province, and
Shanghai), while “one city” area occupies more regions than
the real Shanghai. As the economic center of the Yangtze
River Delta, Shanghai has geographically driven the entire
Yangtze River Delta to develop its economic and business
[61].

3.4. Data Preparation. By comparing the time of the
completion of the various railway lines and the geographical
range of 40,000× 40,000m∧2 centered on the railway station,
we used the built visualization application to extract the
railway line before and after the completion of the railway
line. By dividing the spatial data into 200× 200 space, we can
get the company’s 2D data and density matrix for each site.

In order to prevent overfitting (overfitting [62] is a
modeling error which occurs when a function is too closely
fit to a limited set of data points and can be alleviated by
increasing the effective sample size.) of the data and increase
the sample size, we performed symmetry and rotation on the
obtained density data matrix, which increased the sample
size by 6 times, and finally obtained 2198 (314 ∗ 7) data.
According to 4 :1, the data is divided into 1758 (2198 ∗ 0.8)
training data and 440 (2198 ∗ 0.2) test data sets. Since the
input is the time-space distribution status information of the
companies accumulated for 10 years or 20 years before the
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Figure 1: Flow chart for collection, processing, deep learning, and analysis of enterprise data in the Yangtze River Delta.
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(a)

(b)

Figure 2: Data visualization interface designed in this paper. (a) Spatial distributionmap of all companies collected from 2008 to 2018. (b) A
result graph of clustering company data of spatial distribution using the improved k-means algorithm (the number of clusters is chosen to be
5).
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completion of the railway station, the information auto-
matically carries the road traffic information, the prosperity
level information, and the government policy support in-
formation around the railway.

3.5. Deep Learning Network. Deep learning network is an
extension of the common artificial neural network, with
many hidden layers, so it has powerful nonlinear mapping
ability [41], as shown in Figure 3. It can perform inde-
pendent deep learning and feature extraction on data, thus
achieving good model performance [63]. Among them,
deconvolution is a process of convolution inversion, which is
widely used in image restoration [64] and generation to
recover clear images from related data [65]. Moreover, since
the size of the intermediate layer image is made smaller by
using the convolutional layer, the deconvolution restores the
original size of the image and even makes it larger.

In this paper, a new deep neural network model con-
sisting of convolution and deconvolution layers is designed,
as shown in Figure 4. It is used to learn and predict the
density matrix of the 40,000× 40,000m∧2 area centered on
the railway station before and after the opening of railway
lines. ,e input data is the existing company quantity
density matrix and registered capital density matrix before
the railway station is built. ,e output tag data are the newly
added company quantity density matrix after the site is
opened for three years.

,e model consists of 3 convolutional layers and 3
deconvolutional layers. ,e learning rate is 0.0001 and the
batch size is 16.,e activation function of each layer is a Relu
function. Drawing on the idea of Residual Networks [66], the
output of the second layer and the output of the fourth layer
are added together, calculated by the Relu function, and then
sent to the fifth layer deconvolution layer. ,is makes it
easier to pass the error of the loss function to the deep layers
of the network, helping the network accelerate training. At
the same time, the regularization function is added to the
loss function to prevent overfitting, and the GPU is used to
speed up the operation.

3.6. Loss Function. In the field of deep learning, the mini-
mummean square error (MMSE) [67] and the cross entropy
[68] function are known commonly, used as loss functions.
However, they are both used to train the network only with
the numerical difference as the loss value, so it lacks the
characteristics of the spatial distribution of data in two
dimensions. As shown in Figure 5, assuming the true dis-
tribution as shown in Figure 5(a), the two possible pre-
diction distributions obtained from the deep learning
network are Figures 5(b) and 5(c). If only the numerical
difference is calculated, then the loss value obtained by
subtracting Figure 5(a) from Figure 5(b) will be the same as
the loss value obtained by subtracting Figure 5(a) from
Figure 5(c). But the real situation is that Figure 5(b) is closer
to the actual distribution of Figure 5(a), so the loss value
from Figure 5(b) should be smaller than the one from
Figure 5(c). ,erefore, considering the number and location

characteristics of the two-dimensional spatial distribution of
data, this paper attempts the loss function form formed by
various combinations of the MMSE, Two-Dimensional
Discrete Fourier Transform (2D-DFT), and Cosine Simi-
larity [69].

MMSE can better constrain the number of predicted
density map matrices. 2D-DFT can help to better constrain
the distribution of predicted data and even achieve image
reconstruction [70]. Cosine similarity can better constrain
the similarity of distribution [71] and measure the similarity
of different objects to achieve image classification [72].
Considering that the loss of theMMSE is too small due to the
normalization of the input data, we do not divide the sum of
the squares of the differences by the number of elements of
the entire matrix, but only divided by the slide length of the
matrix. For the cosine similarity formula cos〈x, y〉 �

(􏽐 x · y/x × y), the value distribution is [− 1, 1], where 1
represents the largest correlation and − 1 means the lowest
correlation. We map the value of the similarity to 0 to 2 (0
represents the maximum correlation and the lowest loss
value) to achieve network training. ,e formulas for each loss
function and the total loss function formula are as follows:

LossMMSE � E(y − x)
2

�
1
n

􏽘

n− 1

i�1
􏽘

n− 1

j�0
yij − xij􏼐 􏼑

2
, (1)
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1

M × N
􏽘
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xuv × e
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, (2)

Loss2DDFT � E(fft2(y) − fft2(x))
2
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Figure 3: Deep neural network model.
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LossMC � 0.6 × LossMMSE + 0.4 × LossCosin, (5)

LossMF � 0.6 × LossMMSE + 0.4 × Loss2DDFT, (6)

LossCF � 0.6 × LossCosin + 0.4 × Loss2DDFT, (7)

LossMCF � 0.4 × LossMMSE + 0.4 × LossCosin
+ 0.2 × Loss2DDFT,

(8)

where equation (1) is the loss function formula ofMMSE and
n is the side length of the density matrix. Equation (2) is the
Fourier transform formula of the density two-dimensional
matrix, and equation (3) is the loss function of 2D-DFT.
Equation (4) is the loss function formula of cosine similarity,
equation (5) MC is the loss function formula of the com-
bination of MMSE and cosine similarity, and equation (6)
MF is the loss function formula of the combination of
MMSE and 2D-DFT. Equation (7) CF is a loss function
formula of the combination of cosine similarity and 2D-
DFT. Equation (8) MCF is the loss function of the com-
bination of the three formulas. ,ere are 7 loss functions in
total, and all weight coefficients are obtained through
multiple trials.

3.7. Data Correlation Analysis. Correlation coefficients can
be used to discover correlations between data and help

analyze data such as economics [73], transportation [74, 75],
and life [76] to serve humans. By obtaining new data for each
year before and after the completion of the railway, we can
use the Pearson coefficient to obtain the degree of devel-
opment and correlation of each region. ,e Pearson coef-
ficient is calculated as follows:

rij �
􏽐 xi − xi( 􏼁 yj − yj􏼐 􏼑

����������

􏽐 xi − xi( 􏼁
2

􏽱 ����������

􏽐 yj − yj􏼐 􏼑
2

􏽱 , (9)

where xi and yi represent the sequence of increasing number
of years in the ith and jth region, xi and yi represent the
mean of the sequence, and rij is the correlation of the two
regions. ,e correlation coefficient ranges from − 1 to 1,
where +1 indicates positive correlation and − 1 indicates
negative correlation.

However, simply calculating the value of this increase
cannot fully reflect the change in the number of each re-
gion. Since the number of companies growing in each
region is always positive or zero, the discrimination may
not be obvious enough when comparing the correlation
coefficient values between different regions. ,erefore, this
paper further combines the change of the data growth value
of each region (that is, the first derivative of the growth
value) and weights the new correlation coefficient matrix.
,e new correlation coefficient calculation formula is as
follows:

(a) (b) (c)

Figure 5: Several possible distributions of two-dimensional data. (a) True distribution. (b) One possible prediction distribution 1. (c) One
possible prediction distribution 2.

Conv: 5 × 5 × 2 × 128
stride = 2, padding = 2

Conv: 3 × 3 × 128 × 256
stride = 2, padding = 1

Conv: 5 × 5 × 256 × 512
stride = 1, padding = 2

DeConv: 5 × 5 × 512 × 256
stride = 1, padding = 2

DeConv: 5 × 5 × 256 × 128
stride = 2, padding = 1 DeConv: 4 × 4 × 128 × 1

stride = 2, padding = 0

Figure 4: Proposed deep neural network model.
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rij
′ �
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2

􏽱 ����������

􏽐 yj − yj􏼐 􏼑
2

􏽱

􏼒 􏼓 + 􏽐 xi
′ − xi
′􏼐 􏼑 yj
′ − yj
′􏼐 􏼑/

����������

􏽐 xi
′ − xi
′􏼐 􏼑

2
􏽲 ����������

􏽐 yj
′ − yj
′􏼐 􏼑

2
􏽲

􏼠 􏼡􏼠 􏼡

2
,

(10)

where xi
′ represents the first derivative of the original data x,

xi
′ � xi+1 − xi.

4. Results

4.1. Deep Learning. ,e seven different loss functions are
compared by using them in the deep learning networkmodel
designed in this paper. As shown in Figure 6, we finished the
training separately and evaluated the test set. ,e loss
function value curve of these seven loss function trainings is
shown in Figure 6. ,e red curve is the loss value of the
training data, the green curve is the training curve of the test
set, and the abscissa unit is the size of each batch (value: 16).

It can be seen that these loss functions with the MMSE
are trained well to reach the best value. ,e loss value of the
test set also decreases as the number of training increases,
and the final trend is flat. ,e training of the deep neural
network seems to be very successful. But the loss function of
2D-DFT has the worst training effect and cannot even train
the net. ,e loss function of cosine similarity can help the
training, but the effect is poor. And the loss value changes are
more jittery and not stable enough. ,erefore, MMSE is the
best loss function that helps the network to effectively train
among them.

However, as mentioned before, MMSE can only con-
strain the similarity of the result values and cannot achieve

effective prediction of the distribution. Table 1 shows three
examples of test sets. We will have theMMSE value (which is
different from the loss function, and the result is the average
of the number of matrix elements) and the cosine similarity
value (unlike the loss function, the result is the similarity
coefficient of [− 1, 1], where 1 represents completely similar
and − 1 represents completely opposite). ,e first row is the
quantity distribution of the railway before the completion,
the second row is the distribution of the number of new
companies after three years of construction, and the next 7
rows are, respectively, predicted by 7 different loss functions.
For the convenience of the display, only the density matrix is
displayed. In these figures, the yellower the color is, the lower
the density value (the minimum is 0), and the redder the
color, the greater the density value (the highest value we
choose is 10. If the value is greater than 10, the color will be
pure red). ,e forecast results can also reflect the possibility
of presence in the region.

,is paper also does a statistical average of the MMSE
and cosine similarity of all test data sets, as shown in
Figure 7.

4.2. Statistics and Correlation Analysis. In order to further
analyze the number of companies before and after the
completion of the railway station, the detailed statistics of

0 1000 2000 3000 4000 5000

Train and test loss

Train
Test

0

5

10

15

20

25

30

(a)

0 1000 2000 3000 4000 5000

Train and test loss

Train
Test

0.3
0.4
0.5
0.6
0.7
0.8
0.9

(b)

0 1000 2000 3000 4000 5000

Train and test loss

Train
Test

700
800
900

1000
1100
1200
1300
1400
1500

(c)

0 1000 2000 3000 4000 5000

Train and test loss

Train
Test

0
200
400
600
800

1000
1200
1400
1600

(d)

0 1000 2000 3000 4000 5000

Train and test loss

Train
Test

3000
4000
5000
6000
7000
8000
9000

10000

(e)

0 1000 2000 3000 4000 5000

Train and test loss

Train
Test

0

5

10

15

20

25

(f )

0 1000 2000 3000 4000 5000

Train and test loss

Train
Test

0
500

1000
1500
2000
2500
3000
3500

(g)

Figure 6: Deep learning training loss function curve corresponding to different combinations of loss functions. (a) MMSE. (b) Cosine
Similarity. (c) 2D-DFT. (d) MMSE-2D-DFT. (e) Cosine Similarity-2D-DFT. (f ) MMSE-cosine Similarity. (g) MMSE-cosine Similarity-2D-
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the company are shown in Figures 8 and 9 (the statistical
value of 0 means that there is no data for this area during
statistics).

From these figures, we can see that under the influence of
the construction of the railway station, it is not that the area
will have more new established companies when the area has
more densely companies before the station is completed.,e
distribution results are bimodal, and they may even have a
negative impact in a certain area.

Which region contributes the most to the development
of the Yangtze River Delta region? We counted the data of
Fuyang, Hefei, Nanjing, Zhenjiang, Suzhou, Shanghai,
Lu’an, Wuxi, Xuancheng, Hangzhou, Shaoxing, Ningbo,
Taizhou, Wenzhou, Lishui, Yiwu, Nanchang, Fuzhou,
Yichun, Quzhou, Anqing, Changzhou, Suzhou, Huai’an,
Yancheng, Xuzhou, and other places. As shown in Figure 10,
there are 22 cities and their annual development changes.
Shanghai is the fastest growing city in the entire Yangtze

River Delta region. And Hangzhou, Wenzhou, and Nanjing
are ranked behind Shanghai.

At the same time, we compare the three different cor-
relation coefficient matrix diagrams mentioned above. As
shown in Figure 11, the first row or the first column is the
statistics of the entire Yangtze River Delta. By comparing the
correlation coefficient matrix and the derivative correlation
coefficient matrix, we can see several cities that differ greatly
from the entire Yangtze River Delta region, such as Shanghai
and Lishui. For the range of correlation coefficients, 0.8–1.0
means that there is a very strong correlation between the two
places, 0.6–0.8 means that there is a strong correlation
between the two places, 0.4–0.6 means that the two places
have a moderate correlation, 0.2–0.4 means that the two
places have a weak correlation, and 0.0–0.2 means that the
two places have very weak correlation or no correlation.

In 2007, China’s train speed up for the sixth time
[77, 78], which has played a great role in promoting
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Figure 7: MMSE value and cosine similarity evaluation results of 7 kinds of loss function corresponding to test set. Unlike the loss function
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− 1 represents completely opposite.
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economic development and coordination and interaction
between cities (verified the turning time of the curve change
in Figure 10). Taking 2007 as the time division point, we
calculated the correlation coefficient statistics for the 5 years
before and 5 years after 2007 (the combined correlation
coefficient statistics using the third combined derivative). As
shown in Figure 12, through the comparison of coefficient
matrices, it can be clearly found that the construction of
railways has a great impact on the development and change
of cities.

Similarly, since the Beijing-Shanghai high-speed rail was
opened in 2011 and the Ningbo-Hangzhou high-speed rail

was completed in 2013. As shown in Figure 13, we compared
the five-year correlation coefficient matrix before and after
2013.

5. Discussion

,rough the application of new technologies, a convolution-
deconvolution hybrid deep learning network is adopted in
this paper to process the spatial and temporal data of
companies in 314 railway stations in the Yangtze River Delta.
,e network realized the prediction of density matrix and
acquired the distribution around the railway station, as
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shown in Figure 4. ,rough seven different types of loss
functions, we get different training results of in-depth
learning models (Figure 6). From Table 1 and Figure 8, we
can see the importance of the distribution-related loss
function for network training. In these loss functions, we can
see that although the difference inMMSE loss values is small,
the allocation results are poor and even the results of the
company’s densely distributed areas are lost. We also found
that 2D-DFT also performed badly in the actual training
results. ,e result of the training can only reflect the ap-
proximate distribution shape. When combined with other
loss functions, the combination withMMSE can improve the
similarity results, but still relatively low, and the combi-
nation with cosine similarity is worse. For the loss function
of cosine similarity, although the individual training results
are not very satisfactory, they can only grasp the shape and
characteristics of the distribution. In the process of

combining with MMSE, the network training is not only
small in error but also more similar in distribution. ,e
results are most consistent with the density matrix.

In the process of statistics of the newly added registered
capital scale of the company after the railway station was
built for three years (Figure 9), we found that the number of
statistics shows a bimodal shape, which means that the
economic scale of a certain city has grown linearly in the
initial stage of the number. Company growth achieves the
highest when the number before the completion of the
project reached 45k to 50k, attaining an average of 24,489.33.
We can regard this stage as the growth period. However,
after this stage, the impact of the railway on it has rapidly
decreased. After the number reaches 85k, it shows a leaping
growth and then remains stable. We can regard this stage as
the maturity stage of development. Comparing the statistical
chart of registered capital in Figure 9, we find that the results
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Figure 11: Matrix diagram of relevance coefficient (,e data are a time series of the number of cities in the Yangtze River Delta from 1980 to
2018). (a) Correlation coefficient matrix of time series of the individual growth value. (b) Correlation coefficient matrix of time series of first-
order derivative of the individual increment value. (c) Correlation coefficient matrix that weights the sum of (a) and (b).
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Figure 12: Continued.
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are similar, but they are more prominent in the 45k to 50k
part. And the average of their registered capital reached
1,944,758,200 yuan. Followed by 51.598 million yuan from
35k to 40k. ,e registered capitals added in other corre-
sponding areas are small.

Finally, from the perspective of economic correlation,
the temporal and spatial evolution of 23 regions (including
22 cities and the whole Yangtze River Delta) in the past 40
years is counted and analyzed (Figure 10). ,e result shows
that the overall growth rate is relatively slow before 2007, but
after that, the whole Yangtze River Delta has a rapid growth
momentum (at this time, China has also carried out the sixth
train speed increase [77, 78]), in which Shanghai is the fastest
growing city in the whole Yangtze River Delta. ,e number
of Shanghai companies has shown a leap in growth. ,is
result is very similar to the GDP results of the National

Bureau of Statistics of China [79]. It also confirms the
leading position of Shanghai and the huge difference be-
tween Shanghai and the entire Yangtze River Delta
(Figure 11).

,rough further observation of the Figure 11, we found
that before 2007, the development of each city was not only
different but also poorly correlated with the whole. After
2007, although the new changes are great, the difference
between cities gradually decreases. By comparing the first
column of the matrix, each city gradually keeps up with the
growth momentum of the whole Yangtze River Delta. ,is
shows that the construction or acceleration of railways has a
great correlation with the development and changes of the
cities. It is found that, in the five years after 2013 (Figure 13),
the relationships among the cities in the Yangtze River Delta
have been further strengthened. Especially the relationships
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Figure 12: Matrix diagram of relevance coefficient of corporate development of cities in the (a) five years before 2007 and the (b) five years
after 2007.
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among Hangzhou, Shaoxing, Ningbo, Taizhou, Wenzhou,
Lishui, Yiwu, and Quzhou have been closely strengthened.
Other major cities have also been further developed. It can
be seen that the rapid development of high-speed rail has an
important impact on the spatial redistribution of economic
activities and strengthens the status of core cities. [21].

6. Conclusions and Future Research Directions

According to the latest research progress in the fields of big
data, artificial intelligence, and smart city, the spatial-tem-
poral distribution and registered economic scale of companies
in the Yangtze River Delta in recent 40 years are analyzed in
this paper. Taking railway station as the center, the changes in
the distribution of companies before and after the opening of
the railway are analyzed through deep learning, and the re-
lationship of urban development and the opening of the
railway were explored through the statistical analysis and

correlation analysis. Using ArcGIS engine and C# to visualize
big data, the results of spatial clustering of three provinces and
one city in the Yangtze River Delta are displayed (Figure 2).

,e results in this paper fully illustrate that new tech-
nologies such as big data, artificial intelligence, and deep
learning have broad prospects in the field of intelligent city
applications. Realizing the economic development forecast
before and after railway construction can even reveal the
inherent law of coordinated development of urban ag-
glomerations and provide data support for urban planning
and construction.,e use and application of such analysis in
this paper can be tested for use and application in the context
of other smart cities for specific aspects or scale.

,e limitations of the paper are mainly two aspects. One
is the in-depth analysis in the text, mostly based on the
results of data statistics and calculations, lacking clear data
interpretation and effective use by experts in related fields.
Another limitation is the prediction results produced by the
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Figure 13: Matrix diagram of relevance coefficient of corporate development of cities in the (a) five years before 2013 and the (b) five years
after 2013.
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deep learning model. Since this paper is the first application
of such data, there is a lack of comparison criteria, and only
the effectiveness of the deep learning algorithm can be
considered from the perspective of the range of data loss
values. Going forward, we may further invite experts in
relevant fields to use the data in a more complete and
comprehensive way to achieve the ultimate goal of serving
smart cities.
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