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With the popularity of community question answering (CQA) sites, the research on identifying the expert users in online
communities attracted increasing attention. We present a novel expert ranking algorithm based on the quality of user posts and
the authority of user in community, and the similarity between the knowledge tags of users and questions in CQA sites is adopted
in our scheme. Experimental results show that our scheme has better performance and accuracy under the same background with
an amount of data samples.

1. Introduction

)e number of Internet users is growing rapidly, along with
the fast development of the network applications and in-
frastructure. In the enjoyment of convenience the network
brings, it becomes difficult for the users to obtain the ef-
fective acquisition and screening of information [1, 2]. It
follows then that community question answering (CQA)
sites spring up [3, 4]. CQA sites are online knowledge
communities, specializing in knowledge sharing and seek-
ing, such as Stack Overflow [5, 6] and Yahoo Answers [7].
CQA sites provide a network platform for users to ask and
answer questions and achieve information transfer and
knowledge sharing among Internet users. Due to various
topics and abundance content in CQA sites, network users
prefer CQA sites to conventional web pages when seeking
topic-specific information or solving problems [8]. )e
quality of information provided by CQA sites has been
greatly improved in recent years. However, with the in-
creasing number of community users, online communities
amass an enormous amount of knowledge, which contains
many useless answers inevitably in the community.
)erefore, it is crucial to identify and recommend the ex-
perts in different fields of the CQA sites for the community

operation and extension services [9–11]. Meanwhile, net-
work users can gain the accurate and high quality experi-
ence.)erefore, expert finding technique is of significance to
improve the accuracy and efficiency of information acqui-
sition in the CQA sites [12–14].

)e existing expert finding techniques [15, 16] are divided
into threemajor categories in generally. A directed graph is built
based on the interaction between network users in the com-
munity, and the users are ranked by adopting the link analysis
algorithm [17, 18] in the first category. In the second category,
the text data in the community is analyzed based on the topic
models [19, 20], and the results are applied to expert recom-
mendation [21, 22]. In the last category, the hybrid models are
built for expert finding with the methods mentioned above. A
number of strategies are proposed unceasingly, but there are still
some imperfections. Most of the traditional expert finding
techniques ignore the user’s activeness in the community. It
may lead to the expert users not providing timely response. In
addition, the comprehensive factors are not considered com-
pletely in some methods when users’ expertise is evaluated.
Finally, it may lead to the limited authority of recommended
experts.

In our study, a more complete expert finding system that
includes the expert ranking and the expert recommendation
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is proposed. A new expert ranking algorithm is presented in
this paper, named as Exp-rank. Exp-rank considers not only
the authority of users in the community but also the quality
of content published by users. On the basis of expert ranking,
we calculate the similarity between the new questions and
the knowledge tags of the users. According to the calculated
results, we recommend experts more accurately to the new
question. )e rest of the paper is organized as follows.
Section 2 briefly introduces the related work. Section 3
presents the proposed Exp-rank algorithm and the expert
recommendation. Section 4 provides the dataset, perfor-
mance evaluation, results, and discussion. Finally, section 5
summarizes the full task.

2. Related Work

)e expert finding in online community is a widely inves-
tigated problem [23, 24]. In the development of CQA sites, a
large number of users register for the community and
participate in topic discussions. Meanwhile, the community
has accumulated a lot of content, including a lot of useless
information. Expert finding techniques can help identify and
recommend the expert users in the CQA sites and avoid the
adverse effects caused by spam and useless information
[25–27]. )e results of expert finding can be applied to the
informationmanagement of the CQA sites and are helpful to
provide users with more efficient and accurate question and
answer service.

Link analysis algorithm is significantly adopted in the
research of the expert ranking [28]. Zhang et al. [29] propose
and evaluate several link-based expert ranking algorithms.
)ey reveal that PageRank-based expert ranking algorithms
outperform other algorithms in the online community. Yang
andWu [30] adopt weighted HITS algorithm to find experts
in CQA sites. Link analysis algorithm can reflect the au-
thority of users in the community. However, the link-based
expert finding techniques focus merely on the link structure
among individuals. )ey ignore the impact of useless replies
and advertising accounts.

Graph-based algorithms are also applied in the research
of expert finding. Zhao et al. [31] consider the problem of
expert finding from the viewpoint of missing value esti-
mation. )e performance of the expert finding in CQA
systems is improved because they employ users’ social
networks for inferring user model. Aslay et al. [32] propose
Competition-Based Expertise Networks (CBEN), a novel
community expertise network structure based on the
principle of competition among the answerers of a question.

On the other hand, some researches reveal experts by
analyzing online community content and user profile. Be-
cause of the complexity and diversity of information, the
related strategies are varied. Shao and Yan [33] propose a
model with two prediction methods that include the tra-
ditional feature-based method and LDA method. Specifi-
cally, when a new question arises, the model adopts LDA
method to label and classify the question according to the
latent semantic and content features. )en, with the tradi-
tional features of the question and the asker information, the
model can recommend the appropriate expert users to

answer this new question. Lu et al. [34] use semantic in-
formation extracted from user interaction to identify expert
users. )ey construct the user question-answer interaction
graph through direct semantic links and potential links
extracted from the records of question session records and
user profiles. After that, they employ the semantic infor-
mation in the propagation link analysis method and in the
language model. Faisal et al. mainly adopt the reputation of
users in the community and the quality of users’ answers as
the main experts’ evaluation indexes. On this basis, they
combine voter reputation, voting rate, and other charac-
teristics to measure the user expertise [35–37]. However, not
every CQA site provides users with services like reputation
system. )erefore, it is not conducive to extend these re-
searches to other network communities.

Expert finding techniques based on social network
features are rare. Most studies take the features of social
network as one of the indicators to evaluate experts and
propose a hybrid model for expert finding [38]. Wang et al.
[39] consider both the relevance of documents and the
authority of users in the community to assess the level of
experts. Rafiei and Kardan [40] propose a hybrid method for
expert finding in online communities, which is about the
content analysis and the social network analysis.)e content
analysis is based on the concept map and the social network
analysis is based on PageRank algorithm. Zhou et al. [41]
present a topic-sensitive probabilistic model, which is an
extension of PageRank algorithm to find experts in CQA.
Compared with the conventional link analysis technology,
their method considers not only the link structure, but also
the topic similarity between different users. In fact, most of
the previous works focus only on the static ranking or
matching of domain experts without considering compre-
hensive factors that influence the user’s expertise. In par-
ticular, our work serves as a method of dynamic expert
finding system that combines expert ranking and expert
recommendation.

3. Materials and Methods

We propose a new expert finding system containing expert
ranking and expert recommendation for CQA sites. We
adopt the cumulative the quality factor and the authority of
users as the expert evaluation indicators and recommend
experts to the new questions. A generic overview of the
proposed scheme is given in Figure 1. In CQA site, a group
of questions are Q � q1, q2, . . . , qn , where the question qi

owns answers A � a1, a2, . . . , am  from users
U � u1, u2, . . . , ui . In particular, we identify the expert
users based on the expertise and the authority from U. In
more detail, we evaluate the expertise of the users by ana-
lyzing their past performance. Meanwhile, the link-based
ranking algorithm is employed to calculate the authority of
the users. )en, we combine the expertise and the authority
of the users to identify expert users. For recommending
experts more accurately for the new questions, we extract the
knowledge tags from top-ranking experts, and obtain ap-
propriate recommended expert users by calculating the
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similarity between the user knowledge tags and the new
questions in the community.

3.1. Expert Authority Ranking Algorithm. We build a par-
ticular network that indicates the interaction of community
members to determine the social influence of the users in the
online community. We adopt Q&A graph to represent a
social network based on the interaction of the users. In Q&A
graph, the nodes represent different users in the community,
and a directed edge is built between two users when they are
the inquirer and the responder about the same question,
respectively, as shown in Figure 2. Q&A graph describes the
interactions of user in the online community. Link analysis
algorithms include PageRank and HITS and the authority of
nodes can be measured by link analysis algorithms based on
Q&A graph. Lü et al. [42] proposed LeaderRank algorithm
based on PageRank. As shown in Figure 3, they consider a
network of N nodes andM directed links. Nodes correspond
to users and links are established according to the relations
among leaders and fans.)e idea of LeaderRank algorithm is
to add a ground node which connects to every user through
bidirectional links (see Figure 3 for an illustration). )e
network thus becomes strongly connected and consists of
N+ 1 nodes and M+ 2N links. )e out-degree or in-degree
of all nodes is greater than zero, which avoids isolated nodes
in complex networks and ensures the convergence of the
algorithm. Moreover, LeaderRank algorithm is an adaptive
parameter free algorithm. Comparing with PageRank,
LeaderRank has higher accuracy and robustness in mining
important network nodes.

Figure 2 illustrates the user relationship in the CQA sites.
Nodes represent users and links are established according to
the relations among inquirer and the responder. In the
discussions of the online community, the question from u1 is
answered by u2, can gain, u2, a vote of support from u1. If u3
and u4 answer the question from u2, the vote of support from
u2 is evenly distributed to them. )e expert authority
ranking algorithm is based on the fact that a user owns more
authority than the user whose question is answered by him.

In particular, the community has some user groups
whose members rarely communicate with users outside the
group, and these user groups usually contribute less to the
mainstream topics in the community. However, more

internal links may exist in these user groups. )ese internal
links are worthful to improve the quality of ranking, but they
are usually ignored in link analysis algorithms. )us, we
propose an expert authority ranking algorithm to measure
the authority of the users based on the above. E consists of
directed links formed by the relationship between question
and answer from users in the community. We present uji to
indicate the contribution of user i to user j:

uji �

0, if (j, i) ∉ E,

n(j, i), if (j, i) ∈ E,

⎧⎪⎨

⎪⎩
(1)

uji
′ � uji − βuij, (2)

aji �
uji
′


N
k�1 ujk
′
, (3)

where n(j, i) is the number of times that user i has answered
j. β denotes a damping factor, and the range of β is from 0 to
1.)e value of uji

′ equals the value that the backlinks between
users are subtracted from uji. )is helps to eliminate the
effect of internal links in user groups on ranking. When
uji
′ < 0, we set uji

′ equal to zero. N is the total number of users
that have answered user j, and aji represents the vote of
support from user j to user i. )e authority value of user i at
time t is AUi(t), and we have

AUi(t + 1) � 
N+1

j�1
ajiAUj(t). (4)

AUi(0) � 1 represents the initial score of all user nodes
except the ground node, and AUg(0) � 0 represents the
initial score of the ground node.AUi tends to be stable at tc,
and the final authority score of user i is

AUi � AUi tc(  +
θiAUg tc( 

N
, (5)

θi � θ∗ e
− d− d0( ). (6)

AUg(tc) is the score of the ground node when it reaches
the steady state. θi is the time attenuation of user i, θ is the
attenuation coefficient, and d0 represents the user’s last post

 Q&A graph
Candidate’s

expertise
document

Ranking users

Link-based
ranking

algorithm

Cumulative
quality factor

Calculating
the similarity
between tags

Tags of new
question

Extracting the
knowledge tags

of the user Predicted
answerers

Figure 1: Architecture of proposed expert finding system.
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before the deadline d. If the last post from the user emerged a
year ago, the attenuation coefficient of the user is 0. We
measure the activity of the user according to the time at-
tenuation and assign the score of the ground node through
the activity of the users. )rough the formula above, we can
get the authority score of the users.

3.2. Cumulative Quality Factor. Most of the online com-
munities possess malicious registered accounts, which are
generally active in the communities, disseminating adver-
tising or spam information. )ese accounts cannot be
screened out when the authorities of users are calculated.
Although some users actively participate in discussions to
improve their authority value, the posts of these users are not
professional and have little reference value for other users.

To solve these problems, we propose the concept of
cumulative quality factor. In the process of data acquisition,
we remove the users that rarely speak. )en, we summarize
the scores or likes (the positive comments) of all the posts
produced by users in the community and calculate the
cumulative quality factor AS of the users:

ASi �
1
N



N

j�1
ln δj + 1 . (7)

)e total number of answers posted by user i is N. δj

represents the score for the answer from user i, and δj + 1 is
to avoid the situation that the score is zero.

We can estimate the past performance of the users by
calculating the cumulative quality factor. Moreover, it helps

us to remove useless accounts and identify expert users with
the expertise and the continuous excellent performance.

3.3. Exp-Rank. In order to evaluate expert users compre-
hensively, we combine the cumulative quality factor and the
authorities of the users into an expert ranking standard. It is
expressed as follows:

Expi � AUi · AS
λ
i . (8)

)e expert score of user i is calculated with the cumu-
lative quality factor ASi and the authority value AUi of the
user. λ denotes a weighting factor, and the range of λ is from
0 to 1. In the expert finding of knowledge community, we
think that the weight of ASi should be slightly less than AUi ,
and therefore the value of λ is set to 0.9. At last, we rank the
candidates according to their expert scores Exp and obtain
the results of expert ranking.

3.4. Expert Recommendation. We establish user files for the
top ranking candidates. )e user files are composed of
questions and answers posted by users. )e low-score an-
swers posted by users are not adopted in the user files.
Moreover, we extract keywords from user files by applying
RAKE [43] algorithm. RAKE algorithm adopts punctuations
to divide a file into several clauses, and the stop words are as
delimiters to divide the clauses into several phrases, which
are the candidates for the final extracted keywords. Each
phrase can be split into several words by spaces, and every
word can be given a score expressed as follows:

u1

u2 u3

u4

Figure 2: User-user relationship graph.

Ground node

Figure 3: An illustration of the LeaderRank algorithm.
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word Score(w) �
wordDegree(w)

word Frequency(w)
. (9)

In the formula, the value of word Degree (w) consists of
two portions, which are the number of times the word w

forms a phrase with other words and the total number of
times the word w occurs in the file, and word Frequency (w)
represents the total number of times the word w occurs in
the file. )e word Score (w) of each word is calculated by
formula. )e score of every phrase can be obtained by ac-
cumulating the scores of words. RAKE algorithm extracts
phrases that score in the top third as keywords.

As shown in Table 1, we take the keywords of user files as
the knowledge tags of the user. We employ cosine similarity
to calculate the similarity between the knowledge tags of user
and the tags of the new question because all the questions in
Stack Exchange website possess their own tags [44]. )e
expert users are recommended to the new question
according to the similarity scores.

4. Experiments

We adopt the dataset of Stack Exchange website to simulate
and compare the results with other algorithms for verifying
the effectiveness of our proposed method.

4.1. Dataset. Stack Overflow is an online knowledge com-
munity, originally designed for programmers and computer
engineers. It was founded in 2008 by two programmers, Joel
Spolsky and Jeff Atwood. Users can post and answer
questions, discuss with each other, and retrieve information
from previous questions in the website. With the popularity
of Stack Overflow, the founders of the website apply the
same pattern to other fields, such as cooking and photog-
raphy. Each CQA site is called Stack Exchange. Stack Ex-
change covers a wide range of topics.

Stack Exchange owns a large amount of Q&A data, and
website operators regularly expose their data for the purpose
of research. Based on the Q&A datasets, Correa and Sureka’s
[45] study deleted questions in the website to remind
communitymembers not to ask low-quality questions. Beyer
and Pinzger [46] studied Stack Overflow tags and looked for
the similar tags and merging them to avoid tag overflow.
Meanwhile, the datasets from Stack Overflow have been used
in expert finding and expert recommendation research.
Faisal et al. [35] applied the g-index to expert ranking. Yang
et al. [47] propose Topic Expertise Model (TEM) for expert
finding. In order to verify our method, we adopt the dataset
under the coffee topic of Stack Exchange website to simulate.
)e statistics of the dataset are shown in Table 2.

5. Results and Discussion

Stack Exchange possesses a reputation system, and each user
owns a reputation score. Actually, the reputation system of
Stack Exchange community has strict evaluation standards.
Generally, if users want to improve their reputation score,
they need to post valuable questions in their professional
fields for a long time and provide high-quality answers or

comments for other questions. )e reputation system of
Stack Exchange community helps the community to stim-
ulate the potential of users and form a virtuous circle.
)erefore, the reputation score of Stack Exchange com-
munity users has great reference value for evaluating expert
users. Reputation score comes from the comprehensive
performances of the user. We compare and analyze the
results of the experts ranking with reputation scores of the
users.

In the experiment, we choose two expert ranking
techniques for comparison. )e first one is Expertise Rank
[29], which is an expert ranking method based on link
analysis.)e users are ranked in Expertise Rank according to
the Q&A relationship among the users. )e second one is
LeaderRank [42], which is an improvement of Page Rank
algorithm. In addition, LeaderRank is an adaptive param-
eter-free algorithm. We adopt the accuracy P to measure the
difference of expert ranking algorithms. P is calculated as

P �
rlist ∩


elist

numlist
, (10)

where rlist denotes the user reputation ranking list, elist
denotes the experts ranking list, and numlist presents the
number of experts in the list. Adopting the reputation
ranking list as a benchmark, we select the top 30, 50, and 100
users respectively from the experts ranking lists obtained by
different methods to calculate the accuracies, the results are
shown in Figure 4. Exp-Rank model combines the persistent
performance and authority of users. )e result shows that
the expert list ranked by Exp-Rank has a high correlation
with the user reputation ranking list. It indicates that expert
users selected by Exp-Rank are generally recognized. In
addition, the performances of both Expertise Rank and
LeaderRank algorithms are not satisfied, principally because
the evaluation indexes of these techniques are not
comprehensive.

In the section of the expert recommendation, we obtain
the top 100 expert users from the expert ranking list of Exp-
rank and extract their knowledge tags. In the Stack Exchange
dataset, more than 90% of the questions possess five answers
at most, and the high-score answers are rare. )erefore, we
select five questions with the most answers as the new
questions, and these questions have their own tags. )ough
comparing the similarity between the new question tags and
the knowledge tags from the top 100 expert users, the expert
users can be further screened according to the similarity
score. We compare the recommended expert users with the
users who actually answered these questions and calculate
the accuracy of the expert recommendation. )e accuracy is
calculated as

P �
Rlist ∩


Alist

Rlist
, (11)

P �


N
i�1 Pi

N
, (12)

where Rlist indicates recommended list of experts and Alist
indicates the list of users who actually answered the
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Table 2: Stack Exchange dataset statistics.

Users 7510
Questions 1059
Answers 2107
Comments 4602

Table 1: User knowledge Tags descriptions.

User ID User knowledge tags
1 Moka-pot aeropress latte-art bean-varieties egg-coffee
2 Diner-coffee caffeine cholesterol percolator soya-milk
3 French-press latte espresso-machine space kahlúa
4 Cafetiere Indian coffee-maker French-press acidic

0
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0.2
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0.4

0.5

0.6

0.7

0.37
0.43

0.53

0.44

0.6

0.38 0.39
0.43

0.59

Top 30 Top 50 Top 100

Expertise rank
Leader rank
Exp-rank

Figure 4: Accuracy of the top users.

Question 1 Question 2 Question 3 Question 4 Question 5
Accuracy
Mean accuracy
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Figure 5: Accuracy score of recommended experts.

Question 1 Question 2 Question 3 Question 4 Question 5

Score proportion
Mean proportion
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0.82 0.85

0.38

0.66

Figure 6: Percentage of the score for the expert’s answers.
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question. P is the mean accuracy. As shown in Figure 5, we
recommend experts for the top five questions. )e average
accuracy is 0.44. )at means when we recommend 10 ex-
perts, at least 4 of them will answer questions with high
probability. As shown in Figure 6, for the five questions, the
average proportion of expert users’ answers scores is 0.67,
which indicates that the answers of expert users are rec-
ognized by other users and have a higher professional level.

In conclusion, the experimental results prove that a
better expert ranking result will be obtained by combining
the authority of users with the continuous performance of
users. In addition, recommending experts according to the
similarity of the new questions can improve the accuracy of
expert finding system.

6. Conclusion and Future Work

In order to identify the expert users in the complex online
community, we propose a novel expert finding system based
on the characteristics of the CQA sites. In our scheme, we
propose an expert ranking algorithm named Exp-Rank,
which considers the continuous performance and the au-
thority of users and gives a more objective and compre-
hensive ranking of experts. Furthermore, we recommend
experts according to the similarity between the new question
and the knowledge tags of expert users. In particular, we can
obtain some better results when we recommend 10–20 users.
It should be noted that the evaluation indexes adopted in our
method are common in CQA sites, so it can be widely
applied in different types of online communities, such as
Yahoo Answers and Zhihu. Consequently, we will try to
enhance the performance of schemes with some more
complex factors, including the user activity and the cold start
problems of new users.

Data Availability

Previously reported Stack Exchange dataset was used to
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research and has been used for finding experts and quality
answers.
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