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To improve the accuracy of the multiple channel integration quality (MCIQ) evaluation, this paper proposes a comprehensive
evaluation method using the nonlinear autoregressive exogenous model (NARX) and constructs an index system. First, the
entropy method is used to determine the objective weight of each indicator. /e indicators used in this paper are process
consistency, information consistency, emotional value, procedural value, service structure transparency, online result value,
business relevance, and online purchase intention. Second, an improved gray relational analysis (GRA) algorithm is used to obtain
the comprehensive gray relational degree between the above eight indicators’ standard samples and the tested samples. /en, this
study uses the dataset preprocessed with the GRA algorithm for training the NARXmodel./en, this study uses the trainedmodel
to evaluate the quality of multiple channel integration comprehensively. Next, this study uses standardized methods to quantify
the evaluation results to provide new ideas and theoretical guidance for teaching traditional retailers to use the advantages of
multiple channels to expand their online business. /is paper uses 50,000 consecutive samples of a product for 3 months as a
dataset in the experimental part. /rough the GRA method and the NARX model, the comprehensive gray relational degree
between the test sample and the ideal sample is obtained, and the results are quantified. Experiments show that, compared with the
GRA method, this paper’s method has a higher degree of fit between the output value and the target value.

1. Introduction

With the rise and development of Internet companies, more
and more “online shops” have emerged. Compared with
traditional offline sales, online sales have gained more
momentum in recent years, and there are even online “fitting
rooms.” To comprehensively analyze the influencing factors
of consumers’ purchase intentions and put forward valuable
suggestions for traditional offline retail stores, we used the
NARX neural network to conduct multichannel integration
of customer purchasers’ intentions and obtained corre-
sponding results.

At present, many scholars have done some research on
the quality of multiple channel integration. Berman et al. [1]
believed that an excellent multiple channel integration
strategy has the following characteristics: highly integrated

promotion, cross-channel product consistency, shared
customer integrated information system, cross-channel
pricing and inventory information, online purchase and
offline delivery service process, and provides multiple
channel opportunity searches for suitable people. Saeed et al.
[2] believed that the information system integration of re-
tailers’ virtual and physical channels can be divided into
content integration, information integration, and logistics
integration according to the value-added services provided.
Chan et al. [3] showed that the systemic relationship be-
tween online and offline channels includes four dimensions:
reinforcement, collaboration, interaction, and how much
they complement each other. Lee et al. [4] divided the
practice and effectiveness of retailers’ cross-channel inte-
gration into five dimensions: information consistency,
channel selection freedom, e-mail marketing effectiveness,
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channel interaction, and store customer service evaluation.
Oh et al. [5] divided the retail process integration into six
dimensions: commodity and price information integration,
promotion information integration, transaction information
integration, information acquisition integration, order ful-
fillment integration, and customer service integration. /ere
are two manifestations of retailers’ multiple channel inte-
gration. From the process’s perspective, multiple channel
integration is the comprehensive cross-channel allocation
and function optimization of various retail portfolio factors.
/e service structure level and interaction consistency of the
channel have been improved. Sousa et al. [6] proposed the
concept of MCIQ and believed that multiple channel service
quality includes three components: physical, virtual, and
integrated service quality (i.e., MCIQ). Among them, MCIQ
reflects the overall result of the multiple channel integration
framework. /rough in-depth interviews with consumers, it
is found that consumers are more likely to make explicit
judgments about multiple channel integration [7]. /ere-
fore, this study measures multiple channel integration from
the perspective of results.

Recently, there are many classifications of quality eval-
uation methods for multiple channel integration, but they all
have limitations, such as low accuracy and cumbersome
calculation processes. To improve MCIQ evaluation’s ac-
curacy and overcome the main shortcomings of existing
methods, this paper proposes a comprehensive evaluation
method of MCIQ using the NARX model. /is paper is
mainly divided into four parts. Firstly, the objective weight
value of each indicator is determined according to the en-
tropy method. Secondly, the improved GRA method is used
to obtain the comprehensive gray correlation degree. /ird,
the NARX model is trained using the dataset processed by
the GRA method. /en, the trained NARX model is used to
predict the comprehensive gray correlation degree. Finally,
the results calculated by the GRA method and NARX model
are standardized and compared with the target value, and the
quantitative results of MCIQ are given.

2. Literature Review

2.1. Multiple Channel Integration Quality and Its Assessment
Method. Sousa et al. [6] proposed the concept of MCIQ and
believed that multiple channel service quality includes three
components: physical, virtual, and integrated service quality.
Among them, MCIQ reflects the overall result of the mul-
tiple channel integration framework. MCIQ is defined as the
ability to provide customers with a seamless service expe-
rience through multiple channels. It includes two compo-
nents: service structure and interactive integration. /e
service structure is the quality of customer combined ser-
vices (or service elements) and related channels. Interaction
integration refers to the consistency of interaction between
customers and channels among different channels, leading
to a consistent service experience.

/ere are many classifications of comprehensive eval-
uation methods. /e relationship between evaluation and
use of information characteristics can be divided into the
data-driven evaluation, model-driven evaluation, expert

knowledge-driven evaluation, and evaluations based on
data, models, and expert knowledge [8]. According to the
theoretical basis on which each evaluation method is based,
comprehensive evaluation methods are roughly divided into
four categories.

2.1.1. Experts Grading Method. /e main methods are the
expert meeting method, Delphi method, and Gl method [9].
Such methods are simple to operate and can use experts’
knowledge, and the conclusions are easy to use. /e dis-
advantage is that the subjectivity is relatively strong, and the
conclusion is difficult to converge in the evaluation of
multiple people. It is suitable for decision-making analysis
objects at the strategic level, and systems that cannot be
quantified are difficult to quantify [10].

2.1.2. Operations Research and Other Mathematical Methods

(1) Data Envelopment Analysis Method. Evaluating the
relative effectiveness of units of the same type is based on sex
versus efficiency, based on multitarget input and multitarget
output, and based on a set of criteria to determine the
frontier of significant production [11]. It is possible to
evaluate large systems with multiple inputs and multiple
outputs and use “window” technology to find unit weak-
nesses and improve. /e disadvantage is that it only shows
the evaluation unit’s relative development index and cannot
show the actual development level. Applicable evaluation
objects include evaluating the technology, scale effectiveness
of the production function in economics, industry benefit
evaluation, and the effectiveness of the education sector.

(2) Analytic Hierarchy Process Method. /e working prin-
ciple of the method is to target a multilevel structure system,
determine multiple judgment matrices by comparing rela-
tive quantities, take the characteristic phasor corresponding
to their characteristic roots as weights, and finally synthesize
the total weights and sort them [12]. It is a method with
relatively high reliability, a small error, and a wide range of
applications. It has promising service quality evaluation
applications, cost-benefit decision-making, resource allo-
cation sequence, and conflict analysis [13].

(3) Fuzzy Comprehensive Evaluation Method. /e fuzzy
comprehensive evaluation method’s working principle is to
replace the number in the judgment matrix of the analytic
hierarchy process with a fuzzy set by introducing a mem-
bership function and quantify the constraint conditions to
perform mathematical solutions [14]. /is method can
overcome the shortcomings of the “unique solution” in the
traditional method and obtain multiple problem solutions
based on different possibilities. It has scalability and con-
forms to the “flexible management” idea in modern man-
agement [15]. It is suitable for consumer preference
identification, decision-making expert systems, securities
investment analysis, bank project loan object identification,
quality evaluation, and safety evaluation [16].
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(4) Gray Comprehensive Evaluation Method. /is method
selects the optimal value from the evaluated object’s various
indicators as the evaluation standard. It then compares and
ranks the evaluated objects using the degree of similarity
between each plan and the optimal plan [17]. In the gray
comprehensive evaluation method, the data do not need to
be normalized, and there is no need for many samples. /e
calculation is simple, and the reliability is substantial [18].
/e disadvantage is that the sample data must have time
series characteristics and have all the disadvantages of
“relative evaluation.” It is suitable for projects that deal with
inadequate information systems and only have a small
amount of observation data.

2.1.3. Intelligent Evaluation Method. /e intelligent evalu-
ation method is represented by the artificial neural network
evaluation method, an artificial neural network technology
that simulates the human brain’s intelligent processing
process. It can “learn or be trained to acquire knowledge”
through the BP algorithm. It stores the acquired knowledge
in the neuron’s weight and reproduces the relevant infor-
mation through association [19]. It can “compute” and
“refine” the objective laws of the evaluation object itself and
to evaluate the evaluation objects of the same attribute [20].
/e method’s advantage is that the network has self-
adaptability and fault tolerance and can handle large and
complex systems with nonlinearity, nonlocality, and non-
convexity. /e disadvantage is that the accuracy is not high,
andmany training samples are required. Its application areas
continue to expand, involving bank loan projects, stock price
evaluation, and evaluation of the comprehensive urban
development [21].

2.1.4. Statistical Methods

(1) Principal Component Analysis Method. /is method’s
working principle is based on the common elements that
dominate the existence of related economic variables. /e
goal is to study the correlation matrix of the original vari-
ables’ internal structure and find several irrelevant com-
prehensive evaluation indicators that affect a specific
economic process to represent the original variables. /e
principal component analysis method is comprehensive,
comparable, objective, and reasonable. /e disadvantage is
that the actual meaning of new variables is often challenging
to figure out, and the calculation process is cumbersome. It is
suitable for evaluation items that classify evaluation objects,
which have many evaluation indicators and have complex
relationships between indicators.

(2) Cluster Analysis Method. Cluster analysis is an evaluation
method for systematic clustering that calculates the distance
between indicators or the similarity coefficient. It can solve
the evaluation objects with a large degree of correlation. /e
disadvantage is that it requires a large amount of statistical
data and does not reflect the objective development level. It

is suitable for portfolio investment selection and regional
development level evaluation.

Although there are many mature methods and models
for integrated quality evaluation, as mentioned above, they
all have their limitations. /is paper uses a NARX neural
network to overcome low accuracy in general intelligent
evaluation methods and the need for a large number of
training samples. /e improved GRA method and entropy
method are used to preprocess the sample data so that the
MCIQ can have higher accuracy.

3. Methodology

As shown in Figure 1, this research is mainly divided into
four parts:

(1) Determine the objective weight value of each indi-
cator based on the entropy method.

(2) /e improved GRA method is used to obtain a
comprehensive gray relational degree.

(3) /e NARX model is trained with the dataset pro-
cessed by the GRA method. /en, the trained NARX
model is used to predict the comprehensive gray
relational degree.

(4) /e result calculated by the GRAmethod and NARX
model is standardized and compared with the target
value. Finally, the quantitative results of MCIQ are
given.

Each indicator’s objective weight can be obtained
through the entropy method, which is based on the score
and standardized as the target value. /e improved GRA
method is used to associate the standard sample of each
evaluation indicator constructed with the sample to be
tested./en, the comprehensive gray relational degree of the
index is obtained, and the improved comprehensive gray
relational degree is used as the output of the NARX model.

Randomly
selected
samples

Relational
degree

Objective
weight

NARX

Relational
degree

Determined the 
model

Assessment
score

Gray relation 
method

Improved gray
relational analysis

method

Data preprocessing

Entropy method

Input

Training model Output

Compare methods to 
select the best and 

evaluate
Compared with 

target value

Figure 1: Methodology.
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Next, the evaluation index data in the sample to be tested are
used as the input to the NARX model to train the NARX
neural network. /en, the trained NARX model is used to
predict and obtain the gray relational degree. Because each
index’s weight will be obtained in calculating the compre-
hensive gray relational degree, it can be standardized to
obtain the sample quality evaluation score. /en, the results
obtained by NARX and GRA are compared with the target
value. /e result closer to the target value is better and more
accurate. Finally, the results of the MCIQ evaluation are
obtained. /ese results provide new ideas and theoretical
guidance for traditional retailers to use the advantages of
multiple channels to expand their businesses.

4. Multiple Channel Integration Quality
Evaluation Model Using NARX

4.1. Comprehensive Evaluation Index System Construction.
/is research divides the retailer’s MCIQ into 8 dimensions
from the perspective of customer perception, as shown in
Table 1.

A comprehensive evaluation index for MCIQ contains
the following dimensions: process consistency x1, infor-
mation consistency x2, emotional value x3, procedural value
x4, service structure transparency x5, online result value x6,
business relevance x7, and online purchase intention x8.

4.2. MCIQ Data Processing

4.2.1. Improved GRA. /e GRA is carried out by identifying
the degree of similarity or difference between system factors’
development trends. /e GRA method can analyze the
correlation between the standard samples of the above eight
indicators and the samples to be evaluated to obtain the
comprehensive gray relational degree of the indicators [22].
/e main steps are as follows:

(1) Constructie the original evaluation matrix for gray
correlation evaluation:

X �

X1

X2

⋮

Xi

⋮

Xm

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

X11 X12 · · · X1j · · · X1n

X21 X22 · · · X2j · · · X2n

⋮ ⋮ ⋮ ⋮ ⋮ ⋮

Xi1 Xi2 · · · Xij · · · Xjn

⋮ ⋮ ⋮ ⋮ ⋮ ⋮

Xm1 Xm2 · · · Xmj · · · Xmn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

1≤ i≤m, 1≤ j≤m,

(1)

where xij represents the j-th index of the i-th object
and the original evaluation matrix is composed of m
objects and n indexes. /e reference number is
X0 � X00 X01 . . . X0j . . . X0n􏽨 􏽩.

(2) Standardize data processing and establish an eval-
uation absolute difference matrix:

Calculate the absolute value of the difference be-
tween each element of the original evaluation
matrix and its corresponding element in the ref-
erence sequence denoted as the following equation:

Δk􏼂 􏼃 � Xk − X0( 􏼁, k � 1, 2, . . . , n. (2)

(3) Calculate each index’s gray relational degree between
the sample to be evaluated and the standard sample
[23] and transform the absolute difference matrix in
equation (2). /e correlation coefficient is shown in
equation (2):

ξij �

minΔi,j 1≤i≤m
1≤j≤n

+ ρmaxΔi,j 1≤i≤m
1≤j≤n

Δi,j + ρmaxΔi,j 1≤i≤m
1≤j≤n

. (3)

In equation (3), ρ is the resolution coefficient.
/is paper adopts the method of dynamic value se-
lection to select the resolution coefficient. Let Δv(k) �

([Δk]/m), then ε(k) � (Δv(k)/ maximaxk[Δk]),
ρ � ρ(1), ρ(2), . . . , p(n)􏼈 􏼉. /e value of ρ(k) is as
follows: when (1/ε(k))> 3, take ρ(k) � 1.5ε(k); when
2≤ (1/ε(k))≤ 3, take ρ(k) � 2ε(k); when 0<
(1/ε(k))< 2, ρ(k) � 0.9; when ε(k) � 0, and ρ(k) �

arbitrary value.
(4) Compare the sample indicators to be evaluated and

the indicators in the standard sample one by one.
/en, calculate the correlation coefficient ξij and the
indicator weight ωj according to formula (3). /en,
the comprehensive gray relational degree of the
sample is evaluated and compared with the ideal
sample gray relational degree as shown in the fol-
lowing equation:

Φi � 􏽘

n

j�1
ωjξi(j), Φi ∈ [0, 1], (4)

where i � 2, 3, . . . , m; j � 1, 2, . . . , n; and ωj is the weight of
the j-th index.

4.2.2. 9e Entropy Method. /e process of using the entropy
method to determine the objective weight of the index is as
follows: in an evaluation problem with n evaluation indexes
and m evaluation levels, the entropy value of the i-th in-
dividual evaluation index is defined as the following
equation [24]:

Hi � −
1

lnm
􏽘

m

j�1
fij lnfij, i � 1, 2, . . . , n, (5)

where fij ≠ 0, when fij � 0, fij lnfij � 0.
/e entropy weight of the i-th evaluation index is defined

in the following equation:
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ωi �
1 − Hi

n − 􏽐
n
i�1 Hi

, (6)

meeting the conditions 􏽐
n
i�1 ωi � 1, 0≤ωi ≤ 1.

/e calculated W � ω1,ω2, . . . ,ωn􏼈 􏼉 is the objective
weight value of each index determined by the entropy
method.

4.3. Building theNARXModel. /eNARX neural network, as
a dynamic recurrent neural network with output feedback
connection, can effectively overcome the phenomenon of error
accumulation in time series data. /erefore, this article uses a
nonlinear autoregressive dynamic neural network model for
processing./ismodel belongs to a commonly usedmethod in
time series analysis [25]. It uses the combination of variables at
several previousmoments to infer the development of variables
at subsequent moments./e process of NARX neural network
model building is shown in Figure 2.

A typical NARX neural network comprises an input
layer, hidden layer, output layer, and input delay function.
Its basic structure is shown in Figure 3. In the figure, X(k)

represents the neural network’s input value and Y(k) rep-
resents the output value of the neural network.

/e difference between a NARX neural network and the
ordinary neural network adds a delay function before the
hidden layer./e effect of the delay function on the output is
as follows [26]:

y(t) � f(x(t − 1), . . . , x(t − d), y(t − 1), . . . , y(t − d)),

(7)

where d represents the delay order.
In the NARX neural network, the output signal is

delayed and then input into the neural network, and the
hidden layer and the output layer are combined to obtain the
final output result [27]. i represents the number of input
data, l is the number of hidden layer neurons, xi represents
the i-th input signal of the network, wij represents the
connection weight between the i-th output delay signal and

Table 1: Retailer’s MCIQ into 8 dimensions.

Index Meaning

Process consistency It refers to the consistency of process attributes compared between different channels, such as service
perception, image, waiting time, and customer service level.

Information consistency It refers to the consistency of response information obtained by consumers through different channels.
Emotional value It refers to the measurement of shopping emotion. For example, online store shopping is exciting.

Procedural value It refers to measuring the purchase process ease. For example, it is more convenient to shop in the online
retailer store.

Transparency of service
structure

It refers to the customer’s perception of the attributes of all available channels. It will directly affect the
choice of channels for customers to receive specific services. /e transparency of the service structure
reflects the level of the retailer’s multiple channel service structure, the consistency of information, and
business relevance. Process consistency represents the three forms of interaction and integration between

channels.

Online result value It refers to the measurement of the final result of online purchases, such as the value of the retailer’s online
store’s goods and services.

Business relevance It refers to the connection between interaction generated through a specific channel and interaction
generated through other channels.

Online purchase intention It is the willingness of consumers to buy online.

Multichannel integration of quality analysis datasets

Data processing

Improved gray 
relational analysis Entropy method

NARX neural network

Training a neural 
network

Meet the 
requirements?

Determine the model

N

Y

Optimization parameters

Figure 2: Flowchart of NARX neural network model setting.
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the j-th neuron, aj represents the threshold value of the j-th
hidden layer neuron, and the hidden layer activation
function f is integrated to obtain the calculation result of
each neuron as shown in the following equation [28]:

Hj � f 􏽘
n

i�1
wijxi + aj

⎛⎝ ⎞⎠. (8)

Using wij as the connection weight between the j-th
neuron in the hidden layer and the output layer neuron [29]
and b as the output layer neuron threshold, calculate the
output as follows:

O � f 􏽘
l

j�1
Hjwj + b⎛⎝ ⎞⎠. (9)

5. Multiple Channel Integration
Quality Assessment

5.1. Evaluation of Data Collection. According to the com-
prehensive evaluation index system of multisource
channel integration quality determined above, fifty
thousand consecutive samples of a commodity in 3
months are used as a dataset. /e data fields in the dataset
are the consistency of the collection process x1, infor-
mation consistency x2, emotional value x3, procedural
value x4, service structure transparency x5, online result
value x6, business relevance x7, and online purchase in-
tention x8. Table 2 shows sample records in the evaluation
datasheet.

5.2. Evaluation Using Improved GRA Method. /e GRA
method is widely used, but there are still some defects.
/e resolution coefficient ρ is usually set to 0.5 based on
experience or uniformly set to 0.5. /is paper adopts the
method of determining the resolution coefficient’s dy-
namic state to improve the GRA method. According to
the data series’s stability, this paper adopts the method of
dynamic value selection to select the resolution coeffi-
cient. Fifty thousand consecutive samples of a product
for three months are selected as the dataset to verify the
method. Compared with the traditional gray correlation
method, the improved gray relational degree suppresses
outliers’ influence in the observation sequence on the
correlation space, making the correlation analysis more
realistic. Figure 4 shows the weight of the evaluation
index.

5.3. Comprehensive EvaluationUsing NARXNeural Network.
/is NARX model takes process consistency x1, infor-
mation consistency x2, emotional value x3, procedural
value x4, service structure transparency x5, online result
value x6, business relevance x7, and online purchase in-
tention x8 as input. /e comprehensive improvement in
the gray relational degree x9 is the output of the NARX

model. /e input data are inputted into the NARX neural
network for training. /e network training method uses
the Levenberg–Marquardt algorithm, the number of
hidden layer neurons is set to 10, and the delay is set to 2. It
can be seen from Table 3 and Figure 5 that the network has
an excellent fitting effect, so the training of this model is
ideal.

5.4. Comparison of Evaluation Methods. /e MSE of the
GRA method is 0.0000153, and the MSE of the NARX
neural network method is 0.000000180. It can be seen from
Figure 6 that the output value produced by the NARX
neural network is closer to the target output value, while the
output error of the GRA method is more massive.
/erefore, NARX neural network comprehensive evalua-
tion is more applicable, more accurate, and can more ef-
fectively reflect isolated networks’ autonomous operation
capability.

5.5. Multiple Channel Integration Quality Capability Score.
/e evaluation results with standardized scores between [1,
0.75) are regarded as excellent, [0.75, 0.5) as medium, [0.5,
0.25) as qualified, and [0.25, 0) as unqualified. Selecting a
group of typical samples as the reference samples for MCIQ
capability evaluation, the evaluation results are shown in
Table 4.

Table 2: Evaluation data.

Sample number x1 x2 x3 x4 x5 x6 x7 x8

1 3.0 1.0 1.0 3.0 1.0 5.0 489.0 0.0417
2 1.0 −1.0 −1.0 4.0 1.0 4.0 30.0 0.0376
3 1.0 2.0 1.0 3.0 0.0 1.0 545.0 0.0000
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
50000 −1.0 1.0 1.0 2.0 0 4.0 244.0 0.0000
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Figure 4: Evaluation index weight diagram.

Table 3: Training results.

Result Target MSE/10−7 R/10−1

Train 35000 1.53876 9.96358
Verify 15000 1.69412 9.95800
Test 15000 1.56598 9.96437
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6. Conclusions and Future Work

/is paper proposes a method for a comprehensive evalu-
ation of MCIQ capability using the NARX neural network.

/is method’s MCIQ index system comprehensively con-
siders the impact of key factors affecting online purchase
intentions based on analyzing multiple channel integration.
/e entropy method and the advantages of the improved
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Figure 5: Neural network model fitting diagram: (a) R� 0.9959, (b) R� 0.99435, (c) R� 0.99464, and (d) R� 0.99518.

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

1 2 3 4 5 6 7 8 9 10 11 12

A
ss

es
se

d 
va

lu
e

Target
NARX
Gray relation

T (week)

Figure 6: Comparison of evaluation results and target values.

Table 4: Evaluation results of typical samples.

Reference sample sequence t (week) Normalized score Evaluation result
1 1 0.8532 Excellent
2 3 0.5547 Medium
3 6 0.4426 Qualified
4 4 0.1536 Unqualified
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GRA method are used in the data processing. /en, NARX
neural network modeling is used to avoid the disadvantages
of the GRA algorithm. /e evaluation results of multiple
scenarios verify that this method is effective and applicable.

Although this study has made a certain breakthrough in
the quality assessment of multiple channel integration, the
results still have some limitations. /is research has not
considered shoppers’ characteristics, such as shopping
orientation, involvement, and time pressure. Future research
can further explore the influence of these factors on the
model.

Data Availability

/e data used to support the findings of this study are
available from the corresponding author upon request.
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