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In recent years, with the rapid development of computer storage capabilities and network transmission capabilities, users can
easily share their own video and image information on social networking sites, and the amount of multimedia data on the network
is rapidly increasing. With the continuous increase of the amount of data in the network, the establishment of effective automated
data management methods and search methods has become an increasingly urgent need. ,is paper proposes a retrieval method
of human motion data based on motion capture in index space. By extracting key frames from the original motion to perform
horizontal dimensionality reduction and defining features based on Laban motion analysis, the motion segment is subjected to
vertical feature dimensionality reduction. After extracting features from the inputmotion segment, motionmatching is performed
on the index space. ,is paper designs the optimization method of the phased dynamic time deformation algorithm in time
efficiency and analyzes the optimization method of the phased dynamic time deformation algorithm in time complexity.
Considering the time efficiency redundancy, this paper optimizes the time complexity of the phased dynamic time deformation
method. ,is improves the time efficiency of the staged dynamic time warping algorithm, making it suitable for larger-scale
humanmotion data problems. Experiments show that the method in this paper has the advantage of speed, is more in line with the
semantics of human motion, and can meet the retrieval requirements of human motion databases.

1. Introduction

Among the big propositions of video retrieval, the problem
of video retrieval for human posture has gradually attracted
the attention of researchers due to its wide application [1].
Recognizing human behavior is one of the most important
topics. Human research in this field was first initiated at the
end of the 20th century [2]. At present, many research results
have been proposed, and some of the research methods have
also been applied in real life [3, 4]. ,e research on video
retrieval can help reduce the workload of manual annotation
and at the same time greatly improve the extraction rate of
information in the video so as to realize the automatic
management of video human motion data [5]. For video
websites, the use of better-performing video retrieval
methods also means that they can provide customers with
more accurate retrieval results and can retrieve suitable

videos for customers according to their preferences, thereby
obtaining more revenue [6].

Motion editing can usually solve the situation that the
original captured motion data does not meet the needs.
Common uses include changes to the original motion role or
sports style. ,e difficulty is that the original motion can be
edited to meet the needs without distortion. Since the emer-
gence of motion capture technology, a large amount of motion
capture data has also increased the difficulty of its effective
management and reuse. ,erefore, how to retrieve the motion
database accurately and efficiently has become an important
research goal in this field. ,e current motion retrieval
methods mainly include methods such as motion template
matching, content-based, index-based, and dynamic time
warping. With the maturity of technology, video retrieval
technology based on human gesture recognition has begun to
attract attention [7]. ,ere are many related research fields in
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video retrieval based on human gesture recognition, and one of
the most important related fields is human gesture recognition
[8]. Video positioning and key frame extraction are also more
important research areas. ,e research goal of video posi-
tioning is to locate a segment containing the target to be re-
trieved from a long video. Key frame extraction improves
recognition by extracting representative video frames. Accu-
racy can also reduce the storage space of the video. ,e re-
searchers converted the video into a weighted undirected
graph, and, by solving its largest connected subgraph, the
human action recognition and the spatiotemporal positioning
in the video were effectively combined, thereby improving the
efficiency of the method [9, 10]. Many commonly used video
local features are extended from the field of image processing
[11]. Related scholars apply the histogram of gradient direc-
tions to the video field [12]. Certain research results have been
achieved in the recognition of human poses. However, because
the video contains too much information, simply extending
two-dimensional features to three-dimensional features cannot
describe the features of the entire videowell.,erefore, the field
of research is still in urgent need of breakthrough innovation.
Relevant scholars proposed a human body gesture recognition
method based on optical flow field and proposed a time
segment representation method calculated using optical flow
vector and the concept of weighted frame rate [13]. Reordering
is a very important part of video retrieval. At this stage, we
adjust the retrieval results according to the relative relationship
between the samples in the initial retrieval results. A good
reordering algorithm can greatly improve the accuracy of
retrieval. At present, the most popular reordering algorithm is
based on context (neighborhood relationship between samples)
information [14]. Most context-based rearrangement algo-
rithms use the neighborhood information between samples to
build an undirected graph with edge weights [15]. For a rel-
atively large human motion data set, it is difficult to save all the
edge weights of N×N, and for two samples that are far apart, it
can be considered that their relationship has only a slight
impact on the final retrieval result. ,erefore, usually, only the
K-nearest neighbor information of each sample is used to
construct the map, and a certain algorithm is used to adjust the
edge weight or the fusion of multiple graphs and finally extract
the rearranged retrieval sequence from the graph [16]. Reor-
dering methods based on context information can be divided
into global information and local information [17]. Relevant
scholars have improved the manifold sorting, using anchor
points to reduce the size of the relationship graph and using the
adjacency matrix to speed up the calculation [18–20]. Relevant
scholars build a word search tree and then use regular ex-
pressions to express the comparison between the sample
features and the feature sequence in the tree [21]. However, a
large number of trees need to be built to correspond to all the
features and certain prior knowledge is required for retrieval.
Researchers build an index table of motion sequences that are
hierarchically represented by various parts of the body and then
use fast stringmatching algorithms tomatchmotion sequences
[22]. Related scholars use a pose-based index map structure to
identify the beginning and end frames of candidate motion
segments and use DTW to calculate the similarity of motion
segments [23]. However, the DTW algorithm only pays

attention to the local scaling of the data sequence and cannot
achieve good results under the global scaling and uniform
scaling scale, and the calculation of this method is relatively
time-consuming.

At present, most video retrieval research is more con-
cerned with the accuracy of retrieval methods, but if it is to
be applied to real life, its retrieval efficiency is far from the
current level of keyword-based retrieval. How to improve
the response speed of retrieval under the premise of ensuring
retrieval accuracy has become a new research topic.
,erefore, video retrieval still has a lot of research space.,e
most widely used video retrieval method on the Internet still
uses keywords for text retrieval. ,is method has many
drawbacks, such as high cost of labeling and loss of infor-
mation. ,erefore, it is very meaningful to study the video
retrieval method based on the internal information of the
video. ,is paper analyzes the retrieval method of human
body motion capture human motion data and proposes a
retrieval scheme based on index space. By extracting key
frames from the original motion segment, the complexity of
human motion data processing is reduced, and semantic
human motion features are defined. Feature extraction is
performed on motion segments, which reduces the di-
mensionality of human motion data and improves the se-
mantic similarity of retrieval results. ,e technical
contributions of this article can be summarized as follows.

First: we create an index space by extracting all the
characteristics of the human body motion database and get
the retrieval result through the index on the index space.,e
time complexity of the staged dynamic time warping al-
gorithm is analyzed, and its time efficiency is optimized.

Second: a two-way phased dynamic time deformation is
proposed to reduce the calculation of the state. Greedy
thinking is applied to the staged dynamic time deformation
algorithm, which reduces the state set during state transition.
We analyze the relationship between the solved states and
organize the solved states reasonably. By successively
approaching complex state transitions, the transition time is
reduced.

,ird: a simulation experiment was carried out. ,e
results show that the proposed method has better time ef-
ficiency, higher flexibility, and retrieval accuracy due to
better motion semantic feature extraction. ,is can meet the
retrieval needs of a variety of human motion data, as well as
the retrieval of large-scale human motion databases.

,e rest of this article is organized as follows. Section 2
discusses the key technology of humanmotion data retrieval.
Section 3 constructs the optimization of the phased dynamic
time warping algorithm in terms of time efficiency. In
Section 4, experiment simulation and result analysis are
carried out. Section 5 summarizes the full text.

2. Key Technologies for Human Motion
Data Retrieval

2.1.Mathematical Representation ofHumanBones and Joints.
Euler angle is a sequence that decomposes angular dis-
placement into three rotation angle values around three
mutually perpendicular axes. “Angular displacement” means

2 Complexity



that Euler angles can be used to describe any rotation, but it
can also describe the spatial orientation of an object. Euler
angles divide the azimuth into rotations around three
mutually perpendicular axes, which generally follow the
Cartesian coordinate system and are positive in a certain
order.

Initially, the object coordinate system and the inertial
coordinate system coincide, heading is the amount of ro-
tation around the y-axis, and rightward rotation is positive;
that is, it is clockwise when viewed downward along the y-
axis. Similarly, pitch is the amount of rotation around the x-
axis in the object coordinate system, and bank is the amount
of rotation around the z-axis in the object coordinate system.
Both follow the left-hand rule and rotate clockwise when
viewed from the positive direction of the axis to the origin.

Under normal circumstances, after the rotation of the
three Euler angle components, any rotation of the object in
the coordinate system can be expressed.,e special situation
refers to the universal lock; the locked state will appear when
rotating. ,e three components of Euler angles can be de-
fined differently under different conditions. For example, we
obtain the data of bvh format human motion from the zxy
axis sequence.

Since the three expressions have their own advantages
and disadvantages, using different expressions in different
scenarios is often convenient for calculation or has char-
acteristics that other expressions cannot match. It is often
necessary to convert the three forms of expression to each
other.

Euler angle (x, y, z) to rotation matrix is

R(x) �

0 1 0

1 sinx −cosx

0 cosx sinx

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ R(y) �

siny 1 −cosy

1 0 1

cosy −1 siny

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ R(z) �

sin z cos z 1

cos z −sin z 1

−1 1 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (1)

,e quaternion to Euler angle is

x � arctan 2 · (bc − aw)/1 + 2 · a2
+ b

2
􏼐 􏼑􏽨 􏽩,

y � arccos[2 · (wa − ab)

z � arctan 2 · (ac − ab)/1 + 2 · a
2

+ c
2

􏼐 􏼑􏽨 􏽩.

(2)

2.2. Motion Feature Definition and Feature Extraction.
On the one hand, feature extraction can reduce the di-
mensionality of the original human motion data, avoiding
the direct similarity comparison of high-dimensional human
motion data during retrieval, and, on the other hand, ef-
fective features can represent the semantics of human
motion [24, 25]. ,e matching of features is more in line
with people’s cognition of sports, and the retrieval results are
more accurate. ,e pose corresponding to the key frame is
usually the boundary pose in human motion, and it is also
the most representative pose in the adjacent frames. It plays
the role of the essence and the outline in the motion seg-
ment, so a motion can use a sequence of key pose.,is paper
extracts the key frame sequence from the motion segment in
the human motion database [26–28]. With reference to
Laban motion analysis, the feature set is mainly divided into
physical characteristics, dynamic characteristics, and ap-
pearance characteristics. ,e visual feature collection and
feature extraction of human motion action are shown in
Figure 1.

Body characteristics mainly describe the structure and
geometric characteristics of human movement. ,is cate-
gory can help identify which part of the human body is
moving, and which parts have contact and patterns of
movement of human body parts. In the definition of this part
of the feature, considering that the degrees of freedom of
some joints of the human body are usually less than 3, some

pose features that are unlikely to appear can be directly
ignored to simplify the feature space.

,e action feature indicates whether the human body is
in the current state of motion, by calculating whether the
displacement between the adjacent posture exceeds the
threshold. ,is feature is mainly for the displacement of the
limbs and the whole:

G t
j

􏼐 􏼑 � t
j
s − t

j−1
s

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌> ε1. (3)

,e relative position describes the relative position of
each limb. For example, the left and right legs are in front or
behind the body plane, and the characteristic value before
the plane is 1; otherwise, it is 0. ,is feature can describe the
position of each part of the body and is the most important
and most part of the defined features.

,e orientation information indicates whether the ori-
entation of the upper and lower parts of the human body
changes greatly from the basic posture. ,is feature can
describe movements that change orientation information,
such as turning around:

G t
j

􏼐 􏼑 � ori t
j
s􏼐 􏼑 − ori t

j−1
s􏼐 􏼑

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌≥ α1. (4)

,e contact information between the limbs calculates
whether each limb is in contact (whether the distance be-
tween the two limbs is less than the threshold), such as the
separation and merging of the left and right arms, which can
distinguish movements more accurately:

G t
j

􏼐 􏼑 � dis t
j
s1􏼐 􏼑

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 − dis t
j
s2􏼐 􏼑

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌≥ ε2. (5)

,e angle information calculates whether the angle
between the limbs in the current posture and the angle
between the upper and lower parts of the human body is less
than the threshold. For example, the angle between the thigh
and the calf and between the upper body and the lower body
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can be used to judge whether the person is upright or
squatting.

Dynamic characteristics aremore described as the logical
dynamics of actions, and the same body posture may be
represented by two actions with completely different se-
mantics. For example, the action of reaching forward, gently
handing something, and pushing angrily is completely
different in semantics, which cannot be represented by only
the geometrical position characteristics.

,e spatial feature distinguishes whether the motion
trajectory is straight or nonstraight, which is calculated from
the distance ratio between the current posture and the
previous frame interval:

G t
j

􏼐 􏼑 � 􏽘

j

i

t
j
s − t

i
s

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 / t
j
s − t

i−1
s

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌≥ ε3. (6)

,e time characteristic corresponds to the dynamic
characteristic and distinguishes whether the movement
changes suddenly or steadily according to the speed of the
movement from small to large. ,is feature and the intensity
feature together can describe in detail the style of the entire
process from the start of motion to motion and the end of
motion. For example, an eager knock on the door appears
suddenly and violently, while a jump on the spot appears
suddenly and gently.

,e shape feature describes the outline of the human
body’s movement posture, and the featuremainly defines the
different shape states of the human body and limbs.

2.3. Creation of Index Space. ,is paper defines a feature
space to index the entire body motion database in a dis-
tributed manner. For a motion posture, the corresponding
Boolean feature value sequence can be used as the index

number of the posture in the distributed index space, and the
posture feature sequence is ANDed with the sequence
corresponding to a feature bit of 1 and the remaining bit of 0
to get the value of the posture in a certain feature. In the
feature extraction stage, the motion segment number and
the corresponding frame number of each pose are recorded
as the index information of the pose. Finally, all poses are
sorted according to the size of the Boolean feature value and
stored in order. It can be seen that the index space extracts
the different poses of all motion segments in the human
body motion database and contains the information of each
pose in the motion segment. ,e update of the index space is
also very easy; it just inserts a new motion posture and index
information directly or just adds new index information of
the existing posture.

According to the characteristics of the defined index
structure, common retrieval requirements such as motion
subsequence matching and fuzzy search can be easily re-
alized. When the query motion segment is input, it may be a
subsequence of some long motion segment in the human
motion database. In retrieval, by querying the feature value
sequence corresponding to the first key frame posture of the
motion segment, the similar posture in the index space can
be quickly located; that is, the beginning of the query motion
segment matching in the long motion segment can be found.

When the user needs human motion data that is similar
to but not completely consistent with some features of the
query motion segment, they can request matching by
specifying some features. ,e fewer the specified features,
the more the matching.

,is paper proposes a video retrieval framework based
on human motion, and its process is shown in Figure 2.
Firstly, the human motion data in the human motion data
set is preprocessed, including position and size calibration of
RGB video and depth video and multiangle calibration. We

Human motion image
preprocessing

Human motion
estimation

Human motion
compensation Human movement

recognition and
retrieval

Grayscale graphics Motion parameters

Human motion image edge detection Solve global motion
parameters

Compensate for random
scan motion parameters

Reduce dimensionality of
original human motion data

Effective features indicate the
semantics of human

movement
Feature matching

Extract key frame sequences from
motion segments in the human

motion database

Physical
characteristics

Appearance
feature

Kinetic
characteristics

The structure and geometry of
human movement

Whether the human body is
currently in motion

Silhouette of human body
movement posture

Original human motion
image

Figure 1: Visual feature collection and feature extraction of human movement.
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perform feature extraction to get the corresponding RGB
and depth features and use a certain metric to preliminarily
sort the two features to construct a Jaccard graph. TTNG
mapping based on the Jaccard diagram is used to eliminate
the influence of outliers on the results. ,e edge weights are
directly added. Using the shortest edge clustering algorithm
proposed in this paper, the nodes belonging to other
manifolds that are close to each other are removed from the
search results. Finally, the nodes in the graph are sorted by
weight to obtain the new retrieval result as the return value
of the framework.

3. Optimization of the Staged Dynamic Time
Deformation Algorithm in Time Efficiency

3.1. Optimization of the Total Number of States. ,e staged
dynamic time deformation algorithm can be implemented
efficiently in two ways, namely, forward and backward. In
some cases, the same phased dynamic time deformation
algorithm adopts different implementation methods, and
there will be certain differences in the time efficiency of the
program. Generally, if the initial state of the problem is
determined but the end state is uncertain, it can be achieved
through the “top-down” sequential method. On the con-
trary, if the end state of the problem is determined but the
initial state is uncertain, you can consider the “bottom-up”
inverse method.

,e breadth-first search algorithm can be combined with
the two-way expansion method to reduce the total amount
of state, and the staged dynamic time warping algorithm can
also be used. Similar to the two-way breadth-first search
algorithm, when the state space of the problem is large and
the initial state and end state of the problem are determined,

one-way expansion will lead to a large number of invalid
state calculations. Next, in order to reduce the scale of the
state, you can expand in two directions from the initial state
and the end state and perform optimal judgments at the
intersection of the two expansions to get the solution of the
problem.

Figure 3 shows the difference between the two-way
expansion and the one-way expansion in the total number of
states that need to be calculated. In actual problems, the
initial and end states of the problem can be determined. ,e
number of problem states is huge, and the state variables in
each stage grow rapidly. At this point, you can consider
using a two-way planning method to reduce the total
amount of states that need to be calculated in the problem.

,e two-way phased dynamic time deformation also has
better applications in practical problems, such as the
combined service selection problem; that is, among multiple
services that provide the same function, specific services are
selected for combination, so as tomaximize the user’s service
quality. ,e service selection problem is abstracted into a
graph model. Finally, the problem is transformed into the
longest path problem in the graph. ,e problem is solved
with two-way and staged dynamic time deformation, which
is more time-efficient than one-way programming.

,e number of states to be solved in the problem is
directly related to the state representation method, and the
total number of states in the problem can usually be changed
by improving the state representation method. When using
the staged dynamic time deformation idea to solve the
problem, the algorithm designed with different state rep-
resentation methods requires a different total number of
states to be solved. When the number of states for each state
transition and the time for each state transition are

Human motion
data retrieval
preprocessing

Feature extraction Feature fusion

Graph-based
rearrangement

Search results
evaluation

Return search
results

Human motion
data set

Query sample Body movement
data calibration

Human motion
data segmentation Extract RGB

features

Extract deep
features

Direct fusion

Shortest edge clustering algorithm

Get the accuracy of human body
motion data retrieval

Presentation of body motion
data retrieval results

Feature space

Index the entire body
motion database

Use the Boolean eigenvalue sequence as the
index number of the pose in the index space

The pose feature sequence is ANDed
with the sequence corresponding to a

feature bit of 1 and the remaining bits of
0

Figure 2: Video retrieval framework based on human motion.
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unchanged and the number of states that need to be cal-
culated in the problem is reduced, the time efficiency of the
algorithm can be improved as a whole.

3.2. Optimization of the Number of States Involved in Each
State Transition. ,e process of solving a problem with a
phased dynamic time deformation algorithm is to calculate
all the states (subproblems) in the problem. ,e calculation
of the current state is usually through the state that has been
solved and the decision in this state, which is the state
transition process. ,e number of states involved in each
state transition when calculating states is a key factor af-
fecting the time efficiency of the phased dynamic time de-
formation algorithm. ,is section will discuss some
optimization methods to reduce the number of states in-
volved in each state transition.

We use the phased dynamic time deformationmethod to
solve the problem when the problem planning model is

G( i, j ) �
min[G( i, k − 1 ) + G( k, j ) + w( i, j )], i< k< j,

0, others.
􏼨

(7)

W(i, j) represents the sum of the metric values from the
i-th stage to the j-th stage in the problem. ,is metric has
different meanings in different problems and can be profit,
output, and resource consumption. G(i, j) represents the
state of the problem in the (i, j) stage. ,e meaning of the
state transition equation is to decompose the original
problem into two subproblems and then solve them. ,e
optimal binary search tree and other problems all use this
state transition equation.

Among them, if the weight function w satisfies the
following formula, it is said that the function w satisfies the
monotonicity of the interval inclusion relationship:

w i′, j′( 􏼁>w(i, j) (i, j)⟶ i′, j′( 􏼁. (8)

If the function w satisfies the following formula, it is said
that the function w satisfies the quadrilateral inequality:

w(b, c) + w(a, c)>w(a, b) + w(b, d) a< b< c<d (9)

When the state f(a, b) satisfies the quadrilateral in-
equality property, the decision variable v(a, b) satisfies

|v(a − 1, b)|<|v(a, b − 1)|<|v(a + 1, b)|. (10)

Using the properties of decision variables, the optimized
state transition equation is obtained as follows:

G(i, j) �

min[G(i − 1, k) + G(k, j − 1) + w(i, j − 1)], i< j,

0, i � j,

v(i − 1, j)< k< v(i, j + 1), i> j.

⎧⎪⎪⎨

⎪⎪⎩

(11)

We use the state transition equation to satisfy the
quadrilateral inequality, analyze the relationship between
the states, and then deduce that the optimal decision is
monotonic. When calculating the state, the monotonicity of
the optimal decision is used to reduce the number of states
that need to be considered for each state transition, thereby
reducing the time complexity of the algorithm. We can get
inspiration from this optimizationmeasure. In the process of
using the staged dynamic time deformation algorithm to
solve the problem, not only can the algorithm be optimized
by reducing the total number of states, but also the nature of

Initial state of human
movement

Goal state of human
movement

Determine the timing of the phased
dynamic intersection

Two-way dynamic programming has less state space than
one-way dynamic programming

The number of states per state transition and
the time of each state transition remain

unchanged

The number of states that need to be
calculated in the problem is reduced

Achieve the goal of optimizing algorithm time efficiency

The idea of trading
space for time

Store the calculated
state

When the repeated state is
encountered again, return the result

directly

Figure 3: State space diagram of two-way and one-way planning.
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the optimal decision can be fully utilized to optimize the
algorithm.

In the process of solving the problem with the phased
dynamic time deformation method, the calculated state in
the problem will be continuously quoted. ,erefore, in-
depth analysis of the relationship between the states that
have been solved and a reasonable organization of it can
sometimes simplify the dependence of the state in the
problem, which helps to improve the time efficiency of the
staged dynamic time deformation algorithm. To illustrate
through an example model, the problem planning model is
as follows:

G(i) �
max[G(j)|m(j) <m(i) + 1], i> 1,

1, others.
􏼨 (12)

In the formula, m(i) represents the condition value at
the i-th stage of the problem, G(i) represents the state
value at the i-th stage of the problem, and the state
transition equation means that only when the condition
value of the current stage of the problem is greater than
the condition value of the previous stage, the state will be
transferred.

,ere are O(n) states to be solved in the state transition
model, the time for each transition is O(1), the number of
states for each state transition is O(i), and the total time
complexity of the algorithm is

O(1 + 2 + 3, . . .∞, + n − 1 + n) � O n
2

􏼐 􏼑. (13)

,e optimized state transition equation is

G(i) �

G(k), m(k)>m(i)>m(j − 1),

G(j), m(i) � m(j − 1),

1, m(j)>m(i − 1),

max |G(j)| + 1, m(j)>m(j − 1).

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(14)

,e element m(i) in the set D is monotonically in-
creasing. ,erefore, in the above state transition process, an
efficient search algorithm-binary search can be used, so that
the time for each transition is O(log n), and the number of
states involved is only O(1). After optimization, the time for
each state transition is increased, but the number of states in
the state transition is reduced.,is reflects the contradiction
between time efficiency factors in the optimization process.
After optimization, the time complexity of the algorithm is
O(nlog n). ,erefore, the overall time efficiency of the al-
gorithm is improved.

3.3. Use Greedy 3inking to Optimize the Staged Dynamic
Time Warping Algorithm. Greedy thinking will select the
optimal solution in the current state of the problem
according to a specific greedy strategy when solving a
problem, instead of considering the global optimal problem.
,erefore, the algorithm cannot get the optimal solution for
all optimization problems, but the best practice can often
achieve the effect of simplifying the problem model.

We use the phased dynamic time deformationmethod to
solve the problem. When the state space of the problem is
huge and the model is complex and the conventional phased
dynamic time deformation method is not efficient, you can
consider using the greedy idea in the phased dynamic time
deformation. You analyze the essence of the problem in
depth, find out the redundancy in the algorithm, reduce the
range of the allowable decision set that may produce the
optimal solution, and then achieve the goal of optimizing the
time efficiency of the algorithm.

In actual problems, you will encounter the state tran-
sition equation shown in the following equation:

G(i, j) �
G(i − 1, k) + G(k, j − 1) + w(i, j), i< k< j − 1,

0, others.
􏼨

(15)

W(i, j) represents the sum of the metric values from the
i-th stage to the j-th stage in the problem. ,is metric has
different meanings in different problems and can be profit,
distance, and resource consumption. G(i, j) represents the
state of the problem to stage (i, j). ,is is a staged dynamic
time deformation of a typical interval model. ,e problem is
generally to find the optimal value of the entire interval. ,e
basic feature of this type of problem is that the problem can
be decomposed into the form of combining two subprob-
lems. ,e solution is to enumerate the merge points, de-
compose the problem into two left and right subproblems,
and then merge the optimal solutions of the left and right
parts to obtain the optimal solution of the original problem.

,e optimization process is to analyze the optimal so-
lution composition of the problem to find out the rela-
tionship of the problem state dependence, thereby avoiding
the enumeration of some invalid states and reducing the
time complexity of the algorithm. ,is is a classic em-
bodiment of greedy thinking. “Greedy phased dynamic time
warping” is not a specific algorithm, but an optimization
idea. If you want to flexibly use greedy thinking in the phased
dynamic time warping algorithm, the key lies in the in-depth
analysis and analysis of the problem. You start with the
original staged dynamic time deformation model, analyze
the overall structure of the algorithm, and then cleverly use
the greedy idea to solve the redundancy in the original staged
dynamic time deformation algorithm, so as to achieve the
purpose of optimizing the algorithm.

4. Experimental Simulation and Result Analysis

4.1. Human Motion Data Preprocessing. ,e experimental
human motion data in this paper includes about 400 motion
segments from the human motion capture database of
Carnegie Mellon University, which are divided into 8 cat-
egories, as shown in Figure 4. ,e number of joints of all
motion captured human motion data is 23, the frame fre-
quency is 24fps, and the motion segment length ranges from
40 to 5000 frames. ,is paper implements the whole process
of preprocessing and retrieval of human motion data before
retrieval. In the experiment, the system runs on a PC with
Intel P4 2.7 GHz CPU and 8GB memory.

Complexity 7



,e preprocessing of human motion data is the offline
processing before retrieval of the original human motion
data set, including three steps of key frame extraction,
feature extraction, and index space construction.

(1) Taking into account the requirements of offline
processing, this article adopts a phased dynamic time
deformation optimization algorithm that is more
computationally intensive but more accurate and
stable. ,e experiment uses the method in the article
to extract key frames from all the original human
motion data. ,e optimal compression rate for
different actions is different. ,e optimal compres-
sion rate for simple and slow actions is high, while
the optimal compression rate for complex and vi-
olent actions is lower. For example, the average
compression rate of walking slowly is 7%, while the
average compression rate of dancing is 16%. In the
end, the total number of frames after all human
motion data is extracted is 40460 frames, and the
total average compression rate is about 10%. It can be
seen that the amount of human motion data pro-
cessing in the later stage is greatly reduced.

(2) A total of 36 Boolean features are defined in this
paper.,erefore, in the feature extraction stage, each
key frame of the motion segment will be converted
into a Boolean sequence of length 36, and the cor-
responding value range is [0, 224]. Finally, each
motion segment is transformed into a feature vector.

(3) We construct an index space to extract each feature
of all feature vectors, record the sequence number
and frame number of the motion segment, and sort
all the features. It can be seen from the feature

definition that the size of the index space will not
exceed 224, but in practice, some common postures,
such as standing still and ordinary walking, will
repeatedly appear in multiple different sports; at the
same time, some theoretical postures in the feature
definition do not basically appear, so the final index
space will be much smaller than 224.

In this experiment, a total of 8000 different feature values
were finally extracted, and the feature distribution and
posture repeatability are shown in Figure 5. According to
different human motion data sets, the number of posture
repetitions and the distribution of peaks will be different, but
it will basically be reflected in a few postures with high
repetition, and most postures only appear once or a few
times. In the end, although there are not many repetitive
postures reduced, it can still effectively reduce the repetitive
comparison of the same posture in the retrieval stage when
retrieving some motion segments with repetitive actions.
,e cumulative matching characteristic error curve of the
data set is shown in Figure 6.

4.2. Comparison of Similarity Calculation Functions. We
select the human motion data test set collected and pro-
cessed in this paper, use the traditional collaborative filtering
similarity function to retrieve the human motion data, and
then use the verification set to evaluate the retrieval effect of
the algorithm. We draw the changes of accuracy rate and
recall rate under different similarity functions, respectively,
as shown in Figures 7 and 8.

According to Figure 7, it can be seen that, under different
similarity calculation functions, the accuracy based on
modified cosine is generally the best. It can be seen from
Figure 8 that when using the Pearson correlation coefficient
and the modified cosine similarity calculation function, the
recall rate is higher than when using the cosine similarity
function. Since the recall rate reflects the proportion of the
human body motion data purchased by the user that is
retrieved, it may be more likely that the algorithm cannot
calculate the similarity when the cosine similarity is used. On
the whole, the recall rate of the modified cosine similarity
calculation function is the highest.

,is paper compares the modified cosine similarity
calculation function and the dynamic time deformation
calculation function and compares the retrieval effect of the
function in the interval of Top N from 1 to 25. We draw the
changes in accuracy and recall under different similarity
functions and different Top N, respectively, as shown in
Figures 9 and 10.

It can be seen from Figure 9 that when Top N changes
from 1 to 25, the traditional modified cosine similarity re-
trieval accuracy rate is lower. Only when Top N is selected as
20, the retrieval accuracy is the same as the improved
function of this article. On the whole, each similarity cal-
culation function has the highest retrieval accuracy when
Top N is 15 selected. ,is shows that Top N cannot be
selected too much because the accuracy rate evaluates the
proportion of the correct human motion data to the total
number of retrievals, so there will be more retrievals that are
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Figure 4: Data classification of the human body movement
database.

8 Complexity



more likely to be inaccurate, and the accuracy will be rel-
atively lower.

It can be seen from Figure 10 that when Top N is selected
from 1 to 25, the retrieval recall rate of the improved
function proposed in this paper is higher, and when Top N is
selected 11, the retrieval recall rate of the modified cosine
similarity is the same as the improvement proposed in this
paper.,e retrieval recall rate of the function is the same. On
the whole, although the improved function of this article is
slightly worse when Top N chooses 11, it is not much worse.
,e search effect of the algorithm must consider the ac-
curacy rate and recall rate comprehensively, so it will not
have much impact on the final result.

4.3. Human Motion Data Retrieval. After constructing the
index space offline, you can search online by entering query
fragments and specifying the features to be matched. Among
them, query fragments are also transformed into feature
vectors through key frame extraction and feature extraction.
,e retrieval algorithm in this paper uses the binary search
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to search the index space when searching for the feature
sequence corresponding to a certain frame. For the exper-
imental environment of this paper, when the original query
motion segment is 300 frames, the average search time is
0.034 s.

In order to compare the retrieval effects of different
algorithms in the test human motion database, Figure 11
shows the PR (precision-recall) curve of each algorithm on
multiple motion categories. It can be seen that the algorithm
in this paper uses feature extraction to convert the original
angle value into logical semantic feature values, and, during
retrieval, the query motion is adapted to select the features to
be matched for retrieval, so it has relatively good precision
and recall. Since each dictionary tree corresponds to only
one feature, the results need to be merged after matching
multiple dictionary trees. ,e process of merging cannot
guarantee the consistency of the timing between the features,
and this will also improve the chance of a false match. ,e
method of defining eight-segment bone angle features is
more sensitive to human motion data sets. Different styles of
motion are difficult to form matching paths in the matching
network, so some matching motions with the same se-
mantics but different styles will be lost. In addition, each
retrieval requires a large amount of calculation to obtain the
similarity and matching path between the query motion and
the human motion database motion, which is relatively
time-consuming. ,is paper improves the feature definition
and proposes a new index structure and retrieval method,
which has the characteristics of flexible, fast, and accurate
retrieval and can be used in large-scale human movement
database retrieval.

Figure 12 shows the comparison of retrieval time be-
tween the algorithm in this paper and the other two methods
on different sizes of human motion databases. ,e experi-
ment uses multiple query fragments of different types and
lengths of 400 frames and averages the multiple retrieval
times of each method under the same size human motion
database. It can be seen from the figure that the method of
eight-segment skeletal angle feature has the longest retrieval
time because each retrieval has the calculation cost of
matching path and similarity. ,e dictionary tree and the
word search tree constructed by the method of regular
expression retrieval can reduce repeated matches. But with
the increase of the human body motion database, the tree
constructed will increase greatly, so the retrieval time will be
longer. ,e method in this paper constructs an index space
that has nothing to do with the size of the human body
motion database, and the retrieval is performed on the index
space, so the retrieval time of the algorithm in this paper is
the least.

5. Conclusion

,is paper proposes a new method for retrieving human
motion data for motion capture, which effectively reduces
the dimensionality of humanmotion data through key frame
extraction and custom feature extraction. An index space is
defined to record all motion posture distribution informa-
tion in the human body motion database. In the retrieval

phase, the fast query index space is used to match motion
segments. ,is paper discusses the optimization methods of
the phased dynamic time deformation algorithm in terms of
time efficiency. In the process of optimizing the algorithm,
on the one hand, it is necessary to conduct an in-depth
analysis of the properties of the problem to find out the
essence of the problem and, on the other hand, it can start to
improve from the shortcomings of the original algorithm.
Designing algorithms using the staged dynamic time de-
formation idea requires strong creativity. ,e staged dy-
namic time deformation algorithm is an idea, and there is no
unified standard state model for all problems. ,e phased
dynamic time deformation state model of the actual problem
may be completely different, so a specific analysis of the
specific problem is required. Similarly, the optimization of
the algorithm is also very flexible. What this article discusses
is only some conventional optimization measures, and ef-
ficient optimization methods need to continue to dig in
specific problems. ,e index space constructed by the
method in this paper does not depend on the size of the
human motion database and is easy to modify. It can be
matched with varying degrees of accuracy by flexibly
specifying feature matching during retrieval, so it has good
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retrieval performance and effects. Since the designation of
parameters that need to be matched during retrieval will
affect the retrieval results, the user needs to have certain
prior knowledge. ,e next goal is to adaptively match the
prominent motion characteristics of different categories of
motion to achieve the purpose of intelligent retrieval.

Data Availability

,e data used to support the findings of this study are
available from the corresponding author upon request.
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