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1. Introduction

As the cornerstone of the system of the Internet of Things, wireless sensor networks (WSNs) are distributed network systems in which numerous microsensor nodes cooperate to detect, process, and transmit various information of interest in the way of wireless [1, 2]. Due to the characteristics of low cost, rapid deployment, self-organization, and high fault tolerance, WSNs have been widely used in numerous fields, such as military reconnaissance, environmental detection, agricultural production, and medical treatment [3–5]. Generally, the nodes powered by limited energy resource (batteries) are deployed in an unattended harsh environment, and it is virtually impracticable to replace or charge the depleted batteries after a long run [6, 7]. Therefore, in views of sustainability and quality of data acquisition, energy consumption reduction has become an essential issue for WSNs to lengthen the network lifetime.

Energy-efficient transmission and data aggregation mechanisms are critical subjects that cannot be ignored for energy saving in WSNs [8–10]. The primary aims to be achieved involve reducing the total energy consumption, decreasing the number of data communications, enhancing the number of active nodes over a certain period of operations, and balancing the energy dissipation of nodes [11–13]. Hierarchical cluster-based routing protocols have been considered as the most effective network organization scheme in improving the energy-efficiency for WSNs [14–16]. Recently, a variety of cluster routing algorithms of this type have been introduced to cope with the problems of...
uneven load distribution among nodes and strict energy constraints [17, 18]. LEACH (low-energy adaptive cluster hierarchical) is the most classic clustering protocol [19]. However, with the increase of deployment scale, the efficiency of the protocol declines dramatically due to the single-hop communication from cluster heads (CHs) to the base station (BS) and the possibility of low-power nodes being repeated as CHs [20, 21]. Several dynamic CH role rotation algorithms have been suggested to eliminate the deficiencies of LEACH by multihops and energy awareness, including I-LEACH (improved low-energy adaptive cluster hierarchical) [22], EEUC (energy-efficient uneven clustering) [23], HEED (hybrid energy-efficient distribution) [24], DEEC (distributed energy-efficient clustering) [25], and DDEEC (developed distributed energy-efficient clustering) [26]. These block clustering-based protocols can alleviate unbalanced energy consumption through CH selection based on residual energy and more relevant criteria. Meanwhile, the mechanism of time-driven CH candidate is verified to be effective, easy to implement, and of low complexity [27, 28]. Nevertheless, the participation of each node in the CH election phase will unavoidably induce unnecessary energy loss, and it is remarkably challenging to obtain a satisfactory energy-efficiency of intracluster communication for the chosen CHs individually regarding their own location, energy level, or other related information [29–31]. Moreover, the irregular cluster distribution causes the intercluster communication path difficult to be optimal.

In addition, a series of chain clustering-based algorithms are exploited to increase the lifespan of the network along with sustainable scalability, such as PEGASIS (power-efficient gathering in sensor information systems) [32], CCM (chain cluster-based mixed) routing [33], and CCMAR (cluster-chain mobile agent routing) [34]. The use of chain-based routing protocols can significantly prolong network lifetime by minimizing transfer distance between nodes and avoiding the energy overhead of periodic head voting with a chain topology [35]. However, these algorithms suffer from colossal data delay and are not proper for large scale networks [36]. Through the above analysis, it can be inferred that the combination of advantages of both block clustering-based and chain clustering-based protocols is undoubtedly practicable and reliable option for energy-efficiency maximization in WSNs. Thus, we propose a cluster-head rotating election routing protocol (CHRERP) to efficiently manage energy consumption in this study. The main contributions of this study are summarized as follows:

1. To reduce the number of nodes competing for CHs and the energy overhead in intracluster communication, the sensing area is segmented into multiple clusters by regular hierarchical pattern, and the central region in each cluster is utilized as the CH election area.

2. The periodic time-based rotation of clusters and CH candidate areas is used to change cluster member composition and regulate node energy distribution dynamically.

3. The node score evaluated by location and residual energy is adopted to select the CHs, and the chain shortest path with optimized intercluster communication dissipation is applied for data aggregation from clusters to the BS.

The remainder of this paper is arranged as follows. The network model and the energy consumption model are given in Section 2. The details of the presented routing algorithm are displayed in Section 3. The evaluations on the performances of the routing protocol and the impacts of key parameters are exhibited in Section 4. Finally, conclusions are shown in Section 5.

2. Preliminaries

2.1. Network Model. The network model used in this study is a WSN model in which N nodes are randomly deployed in a circular sensing area centered on a BS. The BS has strong computing and network management capabilities and is equipped with more battery power or can be self-replenished through energy harvesting. Hence, the BS can keep on working until all nodes are dead. On this basis, the following assumptions are made about the WSN.

1. All nodes are homogeneous, stationary, and energy-constrained. The initial energy of each node is equal and expressed as $E_0$. Each node is assigned a unique identifier (ID) and can collect data packets from the cluster members when acting as a CH. CHs transmit data packets to the BS in single or multiple hops. In addition, the data packets are considered to be successfully transmitted upon arrival at the BS.

2. The BS is aware of the location of every node after the network deployment. Each node stores the locations of other nodes and organization information in its database at the initial stage of the network through the BS’s flooding broadcast.

3. Proper medium access control methods (e.g., CDMA-based or contention window-based technologies) are applied to accomplish multiple simultaneous wireless transmissions.

2.2. Energy Consumption Model. According to the actual transmission distance from the CHs to the BS, the free space model and the multipath fading channel model both need to be comprehensively investigated; therefore, the extended model proposed in [37] is adopted in our study for representing communication energy consumption in consideration of path loss. Either the free space ($d^2$ power loss) or the multipath fading ($d^4$ power loss) channel models are included. The required energy for transmitting a m-bit packet is expressed as

$$E_T(m, d) = \begin{cases} E_{\text{elec}} \times m \times \epsilon_d d^2, & d < d_0, \\ E_{\text{elec}} \times m \times \epsilon_{\text{mp}} d^4, & d \geq d_0, \end{cases}$$

where $E_{\text{elec}}$ is the energy consumed per bit by the transmitter or receiver circuit, which depends on factors such as the...


3. Cluster-Head Rotating Election Routing Strategy

3.1. Cluster-Head Election Area. At the initialization stage of network, the BS evenly divides the sensing area into \( z \) sector districts and stratifies the sensing area with itself as the center according to different radiuses. The quantity of \( z \) directly reflects the density of clusters, and the greater the \( z \) value, the more clusters there are in the network. The region formed by the concentric rings of adjacent layers and the sector radius lines is regarded as a cluster area. Furthermore, within each sector district, a sector with a central angle of \( \alpha \) is subdivided as the district’s CH election area, and the part surrounded by the sector and each cluster area is further designated as the CH election area for the cluster. The position of CH election area is in the middle of the corresponding district (Figure 1).

For balancing energy consumption among nodes in a cluster, the CH rotating election method is adopted to decrease the possibility of an individual node being repeatedly selected as a CH. Specifically, all the districts and CH election areas rotate synchronically. Since each node can determine the cluster members after each rotation by the locations of the other nodes in the network and the rotation angle, non-extra-energy consumption of new cluster formation will generate. \( \beta \) is used to represent the counterclockwise rotation angle after the preset rounds of data collection (Figure 2).

Thus, the centerline angle of the \( n^{th} \) district, the center angle range of the \( n^{th} \) CH selection area, and the position of the \( n^{th} \) CH selection area after the \( p \)-round rotations can be computed by the following equations, respectively:

\[
\theta_{\text{Middle}}(n) = \frac{2\pi n}{z} - \frac{\pi}{z}, \quad n \in \{1, 2, 3, \ldots, z\},
\]

\[
\theta_{\text{Election}}(n) = \left[ \frac{2\pi n}{z} - \frac{\pi}{z} - \frac{\alpha}{2} \right] + \left[ \frac{2\pi n}{z} - \frac{\pi}{z} + \frac{\alpha}{2} \right],
\]

\[
\theta_{\text{Election}}(p) = \left[ \frac{2\pi n}{z} - \frac{\alpha}{2} \right] + \frac{\beta p}{z}, \quad \frac{2\pi n}{z} - \frac{\pi}{z} + \frac{\alpha}{2} + \frac{\beta p}{z}, \quad p \in z^\ast.
\]

3.2. Hierarchical Pattern. Nodes close to the BS inevitably need to undertake more forwarding tasks. In this study, the competitive range of CH election of each layer is adjusted using the circular layered interval proportional to the distance from the BS (Figure 3), making up for the excessive energy consumption of CHs near to the BS. The hierarchical way can be expressed as follows:

\[
\begin{align*}
R_1 & = r_0, \quad i = 1, \\
R_{i-0} & = \epsilon r_0, \quad i \geq 2, \\
R_i & = \epsilon i r_0 - \epsilon (i - 1) r_0, \quad i \geq 2,
\end{align*}
\]

where \( R_i \) denotes the radius of the first layer of the network, \( R_{i-0} \) represents the distance from the \( i^{th} \) layer to the BS, \( R_i \) depicts the width of the circular area of the \( i^{th} \) layer, \( R_0 \) implies the initial radius of the first layer, and \( \epsilon (0.5 \leq \epsilon \leq 1.5) \) signifies the radius coefficient.

3.3. Cluster-Head Election Criterion. Following the network partitioned into clusters, it becomes a critical issue to select a suitable CH for each election area. Choosing the node near the centerline of the election area as the CH is beneficial to balance the transmission energy consumption within the cluster and reduce the communication distance between clusters. Nonetheless, considering only the location factor and ignoring the residual energy of the selected CHs, it is easy to cause premature failure for the low-energy CHs. In this study, the distance between the node and the corresponding centerline of the election area and the node residual energy are used as the candidate parameters for CH. The node score function for CH selection criteria can be depicted as follows:

\[
\text{CH}_j = (1 - \chi) \frac{D_{max} - D_{jm}}{D_{max}} + \chi \frac{E_j}{E_0},
\]

where \( \text{CH}_j \) is the score of node \( j \), \( \chi (0 \leq \chi \leq 1) \) is the weight adjustment coefficient, \( D_{max} \) is the half of the outer boundary length of the CH election area where node \( j \) is located, \( D_{jm} \) is the vertical distance from node \( j \) to the centerline of the election area, \( E_j \) is the residual energy of node \( j \), and \( E_0 \) is the initial energy of node \( j \). The node with the highest score for each election area is selected as the CH of the corresponding cluster.

3.4. Communication Process. After each rotation of districts and CH election areas, the nodes in each election area compute their scores associated with location and residual energy to decide whether they can become a CH. The chosen CHs in the same district then establish a chain communication link from outside to inside to deliver data packets collected from each cluster to the BS. The overall process of network communication is shown in Algorithm 1. Figure 4 illustrates the simulation result of the scenario \( (N=200, \quad z=4, \quad i=5, \quad \beta = 15^\circ) \). As demonstrated in Figure 4(a), in the primary nonrotation phase, the selected CH of each
cluster is basically distributed near the centerline of the election area. After 45 rotations, the elected CHs obviously deviate from the centerlines with the change of node residual energy (Figure 4(b)).

4. Simulation Results and Analysis

To assess the performance of CHRERP in terms of network lifetime, relevant experiments are carried out with the help of MATLAB R2019a. The comparative tests with LEACH, I-LEACH, EEUC, and DDEEC are conducted under the same conditions, which are four cluster-based routing protocols in WSNs. The values of the experimental parameters are shown in Table 1.

In the simulations, the influences of parameters $\varepsilon$, $z$, $\chi$, $\alpha$, and $\beta$ on network lifetime are analyzed. The indexes, including the death round of the first node, the death round of half nodes, the death round of 80% nodes, and the residual energy after 80% node death, are used as assessment metrics.

Figure 5 depicts the assessment metrics with varying $\varepsilon$ in the case of $z = 3$, $\chi = 0.9$, $\alpha = 30^\circ$, and $\beta = 5^\circ$. As manifested in Figure 5(a), with the increase of $\varepsilon$, the death round of the first node presents a decreasing trend, and the death round of both half and 80% nodes first increases and then decreases. When the death round of half and 80% nodes reaches the peak, $\varepsilon$ is 1 and 2, respectively. The results show that, in the case that CH election areas do not rotate, the death round of the first node is inversely proportional to the deployment area of WSNs, which is consistent with most conventional algorithms. With the increase of simulation rounds, CHRERP can dramatically decrease the communication burden induced by the increase of the area, and an optimal interval of $\varepsilon$ exists for a certain number of nodes. Moreover, the maximum of the weighted sum of death rounds is achieved when $\varepsilon = 2$, in the circumstance of the weight of the death round of the first node, half nodes, and 80% nodes is conventionally set to 0.1, 0.3, and 0.6, respectively. As exhibited in Figure 5(b), as $\varepsilon$ goes from 0 to 4, the residual energy after 80% node death first increases and then decreases. The maximum residual energy is obtained in the case that $\varepsilon$ is equal to 3, denoting that when $\varepsilon$ is within the range $[0, 3]$, the impact of $\varepsilon$ on the residual energy is more significant than that of the growth of the sensing area. Nevertheless, as $\varepsilon$ continuously grows, the energy consumption of nodes in the same cluster gradually increases with the rise of the sensing area, and the residual energy after 80% node death presents a downward trend. The size of the sensing area, interlayer distance, and clustering size can be...
modified by regulating $\varepsilon$. It can be noticed that for the node number arranged in the simulation, $\varepsilon$ between 1 and 2.5 has a positive effect on the number of simulation rounds, and $\varepsilon$ varying from 2.0 to 3.0 can visibly enhance the residual energy. Furthermore, it can be inferred that an appropriate $\varepsilon$ can adequately balance the node energy consumption of the whole network and extend the network lifetime. Hence, in the following simulation analysis, we choose $\varepsilon$ as 2 hereafter.

**Algorithm 1:** Network communication procedure.

**Figure 4:** Illustration of network communication. (a) Nonrotation and (b) 45th rotation.
to determine the size of the sensing area and interlayer distance.

Figure 6 presents the assessment metrics with varying \( z \) under the case that \( \varepsilon = 2, \chi = 0.9, \alpha = 30^\circ, \) and \( \beta = 5^\circ. \) From Figure 6(a), It can be noted that with the rise of \( z \), the number of death rounds declines noticeably. When \( z = 5 \), compared with the case of \( z = 3 \), the death round of the first node, half nodes, and 80% nodes reduces by 35.3%, 39.6%, and 57.5%, respectively. The growth of \( z \) will lead to the generation of more CHs. When the total number of nodes remains unchanged, the number of nodes in each cluster decreases relatively. As the number of simulation rounds rises, the probability of node being repeatedly selected as CH increases. Due to excessive energy consumption, the CHs will die prematurely while in the condition that \( z \) is small, the number of CHs in the network shrinks, and the number of nodes in each cluster increases, which can dramatically lower the chance of node becoming CH multiple times and boost the number of death rounds. It can be seen from Figure 6(b) that when \( z \) shifts from 3 to 8, the residual energy after 80% node death exhibits the characteristic of fluctuation, and when \( z = 3 \), the residual energy reaches the maximum. Therefore, for \( z = 3 \), the performance of assessment metrics is optimal, indicating that the CHERRP proposed in this paper are more suitable for the case with smaller \( z \). Therefore, to optimize the network lifetime, we should reasonably adjust the network partition scale and avoid the premature death of partial nodes prompted by redundant CHs.

Figure 7 represents the effect of \( \chi \) on the assessment metrics when \( z = 3, \varepsilon = 2, \alpha = 30^\circ, \) and \( \beta = 5^\circ. \) As shown in Figure 7(a), when \( \chi \) changes between 0.3 and 0.7, the number of death rounds fluctuated slightly. While \( \chi \) rises from 0.1 to 0.2 and 0.8 to 0.9, the death round of the first node, half nodes, and 80% nodes increases by \(-9, 918.4, 2087.6 \) and \( 22.2, 60.4, 419.4 \), respectively. Compared to \( \chi = 0.9, \) when \( \chi = 0.2, \) the number of the three death rounds grows by \(-73.8\%, 30.6\%, \) and \( 32.5\%, \) respectively. It can be perceived that the case that \( \chi \) equals 0.2 can adequately balance the weight relationship between node residual energy and the distance from node to the centerline of the candidate area and remarkably prolong the network lifetime. As presented in Figure 7(b), when \( \chi \) is within the range of \([0, 0.2]\), the residual energy after 80% node death is between 70 and 85 J. The residual energy declines drastically when \( \chi \) varies from 0.3 to 1, proving that the smaller \( \chi \) is more beneficial to improve the network energy-efficiency. It suggests that in the process of network operation, the effect of location factor on CH selection should be reinforced as much as possible.

Figure 8 expresses the impact of \( \alpha \) on the assessment metrics in the circumstance that \( \varepsilon = 2, \chi = 0.9, \) and \( \beta = 5^\circ. \) As seen in Figure 8(a), with the rise of \( \alpha \) from 30° to 45°, the number of death rounds exhibits a downward trend as a whole. The death round of the first node, half nodes, and 80% nodes decreases by 1.9, 18.1, and 51.7 per degree, respectively. This decrease may be caused by the increase of energy consumption from the increment of participating nodes in the CH election and the path extension of intercluster communication. It can be seen from Figure 8(b) that when \( \alpha \) increases from 30° to 45°, the residual energy after 80% node death remains between 35 and 40 J, inferring that \( \alpha \) has little influence on the energy consumption of nodes. The simulation results show that a small \( \alpha \) is in favor of balancing the network energy dissipation. In contrast, a larger \( \alpha \) denotes the rise of each CH election area, definitely leading to the energy consumption increment of CH candidate process.

Table 1: Parameter values.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E_0 )</td>
<td>0.5 J</td>
</tr>
<tr>
<td>( E_{elec} )</td>
<td>50 nJ/bit</td>
</tr>
<tr>
<td>( r_0 )</td>
<td>10 pJ/bit/m²</td>
</tr>
<tr>
<td>( \epsilon_{mp} )</td>
<td>0.0013 pJ/bit/m³</td>
</tr>
<tr>
<td>( d_0 )</td>
<td>87 m</td>
</tr>
<tr>
<td>( r_0 )</td>
<td>30 m</td>
</tr>
<tr>
<td>( I )</td>
<td>5</td>
</tr>
<tr>
<td>Packet size</td>
<td>4000 bits</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>( 30^\circ \leq \alpha \leq 45^\circ )</td>
</tr>
<tr>
<td>( \beta )</td>
<td>( 5^\circ \leq \beta \leq 15^\circ )</td>
</tr>
<tr>
<td>( z )</td>
<td>( 3 \leq z \leq 8 )</td>
</tr>
<tr>
<td>( \varepsilon )</td>
<td>( 0.5 \leq \varepsilon \leq 4 )</td>
</tr>
<tr>
<td>( \chi )</td>
<td>( 0 \leq \chi \leq 1 )</td>
</tr>
<tr>
<td>Number of nodes</td>
<td>1500</td>
</tr>
<tr>
<td>Number of data acquisition rounds per rotation</td>
<td>10</td>
</tr>
</tbody>
</table>

Figure 9 exhibits the relationships between \( \beta \) and the assessment metrics when \( \varepsilon = 2, \chi = 3, \alpha = 0.9, \) and \( \alpha = 30^\circ. \) As observed in Figure 9(a), the variations of the three death rounds present notable differences. The death round of the first node performs an overall downward trend, and the number of death rounds reduces by 3.2 for per degree increment. The fluctuation of the death round of half nodes is stable, and the value changes around 1300 rounds. The death round of 80% nodes lowers sharply under the condition that \( \beta \) grows from 13° to 15°. The results indicate that a continuous increase in \( \beta \) will ultimately cause a drastic reduction in the number of simulation rounds. It can be recognized from Figure 9(b) that, in the case that \( \beta \) is within the range of 5° to 13°, the residual energy after 80% node death maintains between 35 and 40 J, while \( \beta \) jumps to 15°, and the residual energy falls below 35 J. To sum up, \( \beta = 5^\circ \) can lengthen the network lifetime compared with a larger \( \beta \). It may be caused by the fact that with the enlargement of \( \beta \), the intersection of candidate areas decreases before and after each rotation, then the selected CH will unavoidably deviate from the centerline region due to the inconspicuous residual-energy advantage of nodes near the centerline for the updated election area.

Figure 10 displays the combination effect of \( \chi \) and \( \alpha \) on assessment metrics in the condition that \( \varepsilon = 2, \chi = 3, \) and \( \beta = 5^\circ. \) From Figure 10(a), when \( \chi \) and \( \alpha \) grow from 0.1 to 0.7 and from 30° to 45°, respectively, the fluctuation scale of each death round of the first node is little and has approximate waveform characteristics. When \( \chi \) constantly rises from 0.7 and \( \alpha \) is in the range of 30° to 45°, the death round enhances visibly, and \([0.9, 30^\circ]\) is the optimal combination of \( \chi \) and \( \alpha \).
In Figure 10(b), while $\chi$ changes from 0.3 to 0.7 and $\alpha$ rises from $30^\circ$ to $45^\circ$, the death round of half nodes varies slightly. When $\chi$ increases from 0.7 to 0.9, the death round begins to ascend. However, compared with $\chi = 0.2$, the number of death rounds drops greatly, and the combination of $[0.2, 30^\circ]$ manifests the best performance. The identical fluctuation characteristics with Figure 10(b) can be discovered in Figure 10(c), and $[0.2, 30^\circ]$ is also the combination with the most extended network lifetime. As presented in Figure 10(d), when $\chi$ belongs to the range of $[0.2, 0.9]$, the residual energy after 80% node death overall decreases and the most excellent performance is achieved at $[0.2, 30^\circ]$. Obviously, the larger $\chi$ can increase the death round of the first node, while the smaller $\chi$ will unavoidably improve the death round of half nodes and 80% nodes. It can be easily concluded that the combination of $\chi$ and $\alpha$ with small values is more valuable for the extension of network lifetime.

Figure 11 manifests the combination influence of $\chi$ and $\beta$ for assessment metrics when $\varepsilon = 2$, $z = 3$, and $\alpha = 30^\circ$. It can be seen from Figure 11(a) that the death round of the first node declines by about 2.5 rounds on average per degree increment in $\beta$. When $\chi$ grades from 0.1 to 0.7, the death
round is stable. In addition, $\chi$ increases from 0.7 to 0.9, the number of death rounds for different $\beta$ increases by 58.8%, 62.5%, 60.7%, 75.2%, 79.6%, and 103.3%, respectively, the combination parameter of $[0.9, 5^\circ]$ is the most proper selection. Figures 11(b) and 11(c) exhibited a similar variation pattern. When $\chi < 0.2$, the death round reaches the maximum. Only slight fluctuations in death round occur under the situation that $\chi$ is within the range of $[0.3, 0.7]$. Furthermore, the number of death rounds boosts with the increase of $\chi$ from 0.7 to 0.9, and the optimal combination is obtained at $[0.2, 5^\circ]$. From Figure 11(d), it can be noticed that the residual energy after 80% node death gains the maximum when $\chi = 0.2$ and $\beta = 5^\circ$. It can be inferred that the $[0.2, 5^\circ]$ can effectively mitigate the unbalanced energy consumption of nodes. Further, we can summarize that the optimized combination of $\chi$ and $\beta$ has a profound impact on improving the number of death rounds and node residual energy.

Figure 7: Assessment metrics with varying $\chi$: (a) impact of $\chi$ on death round and (b) impact of $\chi$ on residual energy.

Figure 8: Affecting relations between $\alpha$ and assessment metrics: (a) death round with varying $\alpha$ and (b) residual energy with varying $\alpha$. 
Figure 9: Relevance evaluation between $\beta$ and assessment metrics: (a) effect of $\beta$ on death round and (b) effect of $\beta$ on residual energy.

Figure 10: Continued.
Figure 10: Combination impact of $\chi$ and $\alpha$ on assessment metrics, (a) death round of the first node with varying $\chi$ and $\alpha$; (b) death round of half nodes with varying $\chi$ and $\alpha$, (c) death round of 80% nodes with varying $\chi$ and $\alpha$, and (d) residual energy with varying $\chi$ and $\alpha$.

Figure 11: Continued.
Figure 12 shows the comparison results of CHRERP proposed in this study with LEACH, I-LEACH, EEUC, and DDEEC, by using the number of active nodes and residual energy of nodes as the evaluation indicators. As shown in Figure 12(a), in the case that the number of simulation rounds is less than 400, the number of active nodes of EEUC and CHRERP decreases mildly and keeps above 1400 nodes. However, when the number of simulation rounds continues to increase higher than 400 rounds, the number of active nodes of EEUC declines precipitously, and CHRERP presents a slow decline. Meanwhile, the death round of half nodes for LEACH, I-Leach, EEUC, DDEEC, and CHRERP is 31, 53, 511, 105, and 1670, and the death round of 80% nodes is 39, 112, 536, 371, and 3274, respectively. Compared with the other four protocols, CHRERP can hugely increase the number of active nodes and residual energy.
nodes for the same simulation rounds. It is easily recognized that CHRERP can optimize the clustering specification of the network sensing area and rotate to elect CHs considering the location and residual energy, resulting in reducing the possibility of node being repeatedly selected as the CH and the intracluster communication distance. In addition, the "radial path" with the minimum number of hops is adopted for data transmission between clusters. All the factors mentioned above may contribute to the excellent performance of CHRERP. It can be seen from Figure 12(b) that the number of simulation rounds of LEACH, I-LEACH, EEUC, DDEEC, and CHRERP with half residual energy is 24, 28, 487, 87, and 1955, and the number of simulation rounds with 20% residual energy is 33, 62, 534, 423, and 3079, respectively. Moreover, the initial energy difference originates from the fact that LEACH, I-LEach, EEUC, and CHRERP are all for homogeneous WSNs, while DDEEC is used in heterogeneous WSNs comprising normal nodes and advanced nodes with higher energy. We can conclude that CHRERP has notable advantages in energy saving, due to selecting nodes with higher energy as CHs and establishing the shortest communication path between clusters.

5. Conclusions

In this study, based on the CH rotating election scheme, a novel hierarchical clustering routing protocol was proposed for WSNs to improve the network lifetime. The weighted ratio sum of location and residual energy information of nodes in each CH candidate area was used as the election criterion. We validated the performance of the developed protocol by applying the death round of the first node, the death round of half nodes, the death round of 80% nodes, and the residual energy after 80% node death as assessment metrics. The results indicated that a moderate radius coefficient was confirmed for the balancing effect on both operation rounds and total residual energy. Meanwhile, a fit number of sector districts could effectively prolong the network lifetime by regulating the number of CHs. Little $\chi$, $\alpha$, and $\beta$ should be advised for reducing the network energy consumption. In addition, the influence of combined parameters $[\chi, \alpha]$ and $[\chi, \beta]$ on the energy-efficiency of the network was consistent with that of an individual parameter. Compared with LEACH, I-LEACH, EEUC, and DDEEC, the addressed protocol exhibited an overwhelming advantage in terms of the number of active nodes and residual energy. Our simulation results suggest that CHRERP is a feasible method for mitigating the unbalanced energy consumption for intracluster and intercluster communication in WSNs. In future work, we will investigate the application of this protocol in a real-world wireless communication scenario to enhance the reliability and practicality of the protocol.
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