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In this paper, an in-depth study of interactive visual communication of network topology through non-line-of-sight congestion
control algorithms is conducted to address the real-time routing problem of adapting to dynamic topologies, and a delay-
constrained stochastic routing algorithm is proposed to enable packets to reach GB within the delay threshold in the absence of
end-to-end delay information while improving network throughput and reducing network resource consumption.+e algorithm
requires each sending node to select an available relay set based on the location of its neighbor nodes and channel state and
computes transfer probabilities for each node in the relay set combining the remaining delay of the packet with the distance from
the relay node to GB. Based on the obtained transfer probability and local channel state, the sending node passes the packet to the
relay node. +e convergence of the algorithm is proved and its performance is verified by simulation. +e first part of the
algorithm is based on the greedy algorithm to deploy and locate the network flying platform nodes with the goal of efficient
coverage of the network flying platform nodes, considering the ground base station services. As the delay on each link varies due to
the change of channel state, the source and relay nodes asynchronously update the data generation rate and the pairwise pa-
rameters based on the received local information and use the obtained optimal values to pass the packets to GB.

1. Introduction

Vision is an important sense for us human beings to dis-
tinguish the big and small, light, and dark, as well as
movement and stillness and colors of the external world. At
least 80% of the information about the external world is
obtained and felt through vision and finally processed by the
brain and perceived by humans [1]. +e process of human
beings converting the information obtained through vision
into graphic images can be regarded as a simple visualization
process [2]. +e earliest “visualization technology” is mainly
used in computer science and applications and formed a
very important branch—scientific computing visualization.
But, with the development of time and technology, visual-
ization technology is no longer confined to scientific
computing; it has been extended to all aspects of life, such as

the history of Egyptian hieroglyphics, cave paintings, science
education, interactive multimedia, engineering, medicine,
business, and virtual communities [3]. In recent years, with
the growth of the Internet, an increased number of people
are spending part of their daily lives on various projects such
as social software, online shopping, and outings [4]. Now-
adays, our society is already an era of rapid development,
with the rapid development of technology, efficient flow of
information, more frequent communication, and more
convenient lifestyles; all kinds of activities have produced a
series of data [5]. +erefore, this era not only creates a lot of
big data companies but also creates the “big data” hot word,
more importantly the generation of big data to promote the
vigorous development of big data industry and technology,
including visualization technology. In this era of big data,
network topology visualization technology has become an
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important branch of the study of visualization technology;
network topology visualization is usually the use of points,
lines, graphics, and other elements to form a basic image to
represent the mobile network, backbone network, or core
network topology and information display [6]. Usually,
network topology visualization can clearly and intuitively
reflect the current operation of the network to assist network
managers for network links, nodes, and other aspects of a
comprehensive assessment, prediction, analysis, a clear
understanding, and understanding of the network internal
specific information, laws, and changes [7]. At present, many
research institutions related to computer graphics have
shifted the focus of their work to the study of network
topology visualization tools; visualization technology as a
key technology to show network topology and its related
products and tools are also increasingly useful [8].

Network topology is the arrangement of various ele-
ments (links, nodes, etc.) of a communication network. A
network topology is the topology of a network and can be
physically or logically described [9]. It is the application of
graph theory, where communication devices are modeled as
nodes and connections between devices are modeled as links
or lines between nodes [10]. +e physical topology is the
layout of the various components of the network (e.g., device
locations and cable installations), while the logical topology
describes the way data flows through the network [11]. +e
distance between nodes, physical interconnections, trans-
mission rates, or signal types may be different in two dif-
ferent networks, but the topology may be the same [12]. +e
physical topology of the network is of interest to the physical
layer of an OSI model. Network topologies can be used to
define or describe the layout of various types of telecom-
munications networks, including command and control
radio networks, industrial fieldbuses, and computer net-
works [13]. Graphical diversity of data can be obtained by
working with organizations such as education, research,
government, and business partners to obtain different types
of big data from various network links and then visual
collection tools and data analysis tools are used to better
analyze network topology, route addressing, domain secu-
rity, traffic analysis, performance, policy, and visualization.
+e goal is to assist in building a scalable, robust Internet
data analysis tool and analytics approach. Vizster is used for
interesting end-user exploration and navigation of large
online social networks. Vizster is based on a familiar node-
linked network layout [14]. +e system is based on a familiar
node-linked network layout, providing custom techniques
for exploring connectivity in large graphical structures,
supporting visual search and analysis as well as automatic
identification and visualization of community structures
[15]. +e goal of the commission is to focus on the devel-
opment of self-regulating and self-healing mechanisms that
are, on the one hand, decentralized, scalable, and adaptable
to changes in their environment [16]. On the other hand,
these decentralized mechanisms lead to globally acceptable
behavior and avoid nonconformity or instability [17]. +e
tools developed in this project are mainly applied in the
visualization of network topology at the autonomous sys-
tems (AS) layer.

+e above research and visualization tools aim at a
comprehensive, detailed, and accurate presentation of
network information and all of them use visual layout
algorithms. To represent the information between nodes
and links in detail, these systems use more complex icons in
rendering topology diagrams and enhance the user’s per-
ception of network information through a variety of effects
such as animation and interaction. Along with the rapid
development of the network, there are numerous frame-
works and tools for obtaining network information and
displaying the network structure, but they cannot com-
pletely display the various requirements in terms of sup-
porting and displaying different topology types. Based on
this, this paper builds a real-time interactive network to-
pology visualization system through Web technology to
display various data distributions more clearly and effec-
tively, provide interactive operation, and obtain more
potential network information. Design and implement a
network topology visualization system to display the
complex nodes and the connection information between
the nodes in a visualized form in the page, and provide
users with a variety of dimensional data display methods, so
that users can filter, move, and modify attributes and other
interactive ways to analyze andmonitor the network data in
the visualized topology.

2. Interactive Visual Communication Network
TopologyOptimizationDesign for Non-Line-
of-Sight Distance Congestion
Control Algorithm

2.1. Nonvisual Distance Congestion Control Algorithm. In
this paper, link quality is defined as the probability that a
receiver will correctly decode a packet, and at any given
moment each link will receive an interference signal from
other transmissions in the same network. In this paper, the
link quality is defined as the probability that the receiver will
correctly decode the packet; at any given moment each link
will receive the same network from other transmissions. +e
cumulative interference value at time t (known as the in-
stantaneous interference value) does not accurately reflect
the current channel state [18]. Also, the fast mobility makes
it very difficult for the UAV to obtain the state information
of all channels, and the instantaneous interference value can
only reflect the current channel state, so it is necessary to find
a method that can meet the changes of distance between
nodes and accurately reflect the current channel state. +e
interference prediction method satisfies the requirement
well by calculating the average interference value in time t
using the integration idea based on the movement model of
the nodes.
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Using formula (1), the signal-to-interference-plus-noise
ratio (SINR) at node j can be obtained.
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where N denotes the variance of ambient noise and it is
generally set as a constant. According to formula (2), the
average link capacity within t interval can be obtained.

Cij � W log 20 + κi
j t|t0(  , (3)
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+e size of each packet is assumed to obey an exponential
distribution with a mean value of K bits. Each node main-
tains a single queue and passes the packet to the relay node
on a first-come-first-serve basis. According to the conclu-
sions obtained in [19, 20], when the arrival process obeys a
Poisson distribution and the service process obeys an in-
dependent exponential distribution, the average delay of the
link i, j at time t can be approximated as follows:

Mij �
24κ

Cij − rij

. (5)

If the following formulas (6) and (7) are established, the
start receiving operation receives the partition information
from the main process and initializes the subarea flow field.

D1 � w11x1 + 2w12x2 + 4w13x3, (6)

D2 � w21x1 + 2w22x2 + 4w23x3. (7)

Continue the unfinished calculation, tart the receiving
operation flow field, and get the following formula:

V(i, j) � 
m,n

I(i + m − 2, j + n + 1) · K(m − 1, n + 1). (8)

+e weighted average of the final aggregation model can
be written as

G(t + 5) � g(t + 1) + λg(t + 2). (9)

+e idea behind the non-line-of-sight congestion control
algorithm is top-down hierarchical placement. +e algo-
rithm points out that the dependency between child nodes
and parent nodes is reduced, and the placement of any node
is strictly following the grid method of breadth-priority
traversal from left to right, from top to bottom, and one by
one [21]. +is method is easy to implement, highly efficient
solution to the crowded situation of network. Because it is a
grid, the spacing between each of the nodes is fixed, and
there will be no overlapping nodes.+is relieves the pressure
of space allocation to a certain extent. However, the grid
layout algorithm also has shortcomings; using the grid
layout algorithm to draw a visual graph, the connection
between the parent and child nodes becomes unintuitive,
which will seriously affect the user’s perception of the
network data, as shown in Figure 1.

+e term network hierarchy is usually used to refer to the
main network and the subnet, where the main network
shows the connections between the main nodes and the

subnet shows the connections between the nodes and the
nodes within a given range. Because of the huge amount of
data in today’s networks, it would be very crowded to show
all the network nodes in one window. In this case, we only
need to click on one of the expert nodes to get a detailed
overview of the connections in the network. +e network
nodes are shown in a total score. +e advantage of the hi-
erarchical layout algorithm is that it can roughly visualize
large network data in a window, and when the user wants to
see a detailed network structure, the window can be shown
in detail; because of this advantage, the hierarchical layout
algorithm is used in a lot of visual layouts. But the algorithm
also has shortcomings; for example, when the number of
nodes is too many, how to divide the subnet becomes a
severe problem.

It has been praised for its clear display of the correlation
between nodes, which is based on the principle that each
node will have repulsion and gravity, there is gravity between
neighboring nodes, there is repulsion between all nodes, and
once the gravity between two nodes is greater than the
repulsion, the position of these two nodes will be regulated
very close; once the repulsion between two nodes is greater
than the gravity, the position of these two nodes will be
regulated very far away [22]. In other words, the closeness of
the relationship between nodes can be seen by the distance
between the nodes; too far away indicates that the two nodes
are distantly related, and closer distance indicates that the
two nodes are closely related. Also, because of the repulsion,
a certain distance is created between the nodes, and the effect
of overlap between the nodes is reduced. +e force guide
mainly contains charge repulsion, gravity, and friction.
Topological diagram between the nodes of charge is
expressed as mutual repulsion to ensure that nodes do not
overlap; gravity is expressed as nodes farther away from the
center of gravity; gravity is greater to complete the relative
layout of the topological map and to ensure that the nodes
are relatively compact. Friction is represented by the energy
decay rate; the stronger the frictional force, the faster the
stopping speed of the guide map.

2.2. Interactive Visual Communication Network Topology
Optimization Design. Interactive visual communication
network topology optimization is a framework that separates
and treats the input, processing, and output modules of an
application separately. +e logical relationship between the
three is as follows: the topology sends a request to the
controller, the controller selects the appropriate model for
processing, the model feedback information is sent to the
controller, and the controller is to select the appropriate
topology, thus generating the corresponding view to the user
[23]. Model to provide the topology to show the content; at
the same time it can realize a model to create a new topology
without rewriting the model; as long as the data in the model
changes, the topology will receive notification of the model,
and the corresponding topology will be rerendered page.+e
model can be reused, the model topology and controller are
independent of each other, and one or more of them can be
ported to the new working platform separately, thus greatly
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increasing the efficiency of development. +e job of the
topology is to think about how to present the data logically in
the interface. +e model only needs to think about how to
maintain the data and handle the business logic.+e division
of labor between the three greatly increases the efficiency of
research and development [24]. In this system, the corre-
sponding model contains node information, business in-
formation, protocol information, and relationship data
between the nodes and provides the corresponding data
addition, deletion, and correction operations. +e topology
diagram is displayed in the client browser. In this system, the
topology map corresponds to the related controls, which are
used for data acquisition, component creation, data binding,
rendering control, and so forth. +e results of these oper-
ations are finally presented on the visualization page, as
shown in Figure 2.

When the data is modified, for example, deleted or
updated, if the data is also in the cache, then the data in the
cache is in an invalid state; for example, there is data in the
cache, and the front end deletes the data; there is still data in
the cache; if the front end requests the data, the data can be
read from the cache, and this is not consistent with the facts
[25].+erefore, after the front-endmodifies the data, it sends
a request to the server, and if the request succeeds, it needs to
set the corresponding data in the cache to expire, and when it
requests the data from the server again, the server queries the
database and returns the found data to the front end and
updates the data in the cache. +e reason for setting the
original data in the cache to invalid if the database is
modified successfully is that if the corresponding data in the
cache is set to invalid and cannot be queried, a thread will

read the old data without modifying the database in a
multithreaded environment, thus overwriting the modified
cache data and causing the old data to be stored in the cache,
resulting in the existence of dirty data in the cache.+is is the
reason for modifying the database first and then updating
the cache. +ere are three key points in the rendering
process: data initialization, data update, and data merge [26].
Data initialization will render the data existing in the da-
tabase; when the user opens the topology visualization
system page, the system may already be running, and the
running state of the database accumulated perceived new
data, after opening the page will enter the data update
process; in between the data initialization and data update,
there is a data merge process.

+e business layer extracts data from the data layer and
submits the resulting topology map to the UI layer. +e
business layer is the key module of the network topology
visualization system, which is subdivided into a data simu-
lation module, a data management module, a visual layout
module, and an interaction control module. +e data sim-
ulator can generate sample data required by the network
topology visualization system to simulate realistic scenes, and
the simulated data will be stored in Oracle, which will convert
the data into JSON format through schema and then store it
in MongoDB, which provides an add-delete-change-check
interface to the server and front end. +e data management
module is to process the data deposited in the data simulator;
the module includes topological data preprocessing; that is,
the data will be mode conversion, real-time update; take out
the data from MongoDB in line with the front-end request,
but the data format does not meet the requirements, so you
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Figure 1: Framework of the nonvisual congestion control algorithm.
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need to preprocess the data, and the system has real-time
update capabilities, the system is running, the front end via
Ajax every 2 seconds to request data from the server; if the
background data changes, the merged data will change the
data update into the existing page; visual layout module is to
calculate the location of the nodes in the data management
module to determine the final location of the nodes in the
layout and draw out the diagram; the module includes layout
algorithm optimization, D3.js library optimization, and D3.js
to draw the topology diagram. +e topology generated by the
visual layout module needs to provide interactive functions to
the user. +e interaction control module contains six parts:
connection filtering, topology scaling control, page syn-
chronization, attribute modification, topology subdiagram,
and traffic view.

2.3. Module Design Analysis. Interaction means that when a
user enters a certain kind of command, the system receives
and responds accordingly. Interaction allows the topology
diagram to express more content while allowing the user to
learn more about the potential information. Commonly
used interaction tools are the mouse and keyboard. +e
interaction control module is built based on the topology
map drawn by the visual layout module, and the network
topology visualization system provides interaction control
function to the user, which makes the user obtain visuali-
zation information more intuitively, and at the same time,
the content is selectively visible according to different vi-
sualization objects, and the information is parsed from all
directions to achieve efficient information perception effect.

Connection filtering is one of the interactive functions of
a network topology visualization system. +e network to-
pology visualization system is a platform to display the
network and provides interactive functions to the user so
that the user has more freedom in accessing information; the
user can choose to view the information they are interested
in. +e connection filtering function allows the user to
choose to see one or more types of information and hide the
unselected information. When the user selects one or more
connection labels, the user gets the target ID and finds the
label that needs to be filtered to return to the filter set that
needs to be filtered and hide the information in the filter set
based on the filter set that is obtained to achieve the purpose
of viewing only one or more types of information. After the
filtering function is implemented, when the user clicks on
the filter tag again, the filtered links will be rerendered to the
current page, as shown in Figure 3.

In the system operation, when the user wants to know
the connection and situation between a specific node and
related nodes, just drag and drop the local topology related
to the node into the visible area of the page to improve the
user interaction. When zooming the topology, the event
listener first defines the scale factor range (0.01, 10) and the
translation offset (480, 300); once the mouse is placed on the
topology, the zoomed function is called via the scroll wheel.
One of the features of the network topology visualization
system is the centering and highlighting of nodes between
multiple pages. +e premise is that different pages are in
different processes, and different processes are in different
memory regions. To achieve page synchronization, it is
necessary to push information to the front page through the
server. +e server to push information to the front page
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needs to pay attention to three aspects; the first push in-
formation cannot interfere with irrelevant instructions, for
example, when a user sends a centered signal when another
user is not able to receive the signal. +e second user-related
page response needs to be consistent, such as the user to
open more than one page; once the user gives the page
centered command, all open pages need to be centered at the
same time. +ird, when the user closes the page, the server
automatically clears the state of the page synchronization
maintained by the server to reduce memory pressure.

+e user opens a page in the browser, the page will send a
registration request to the server, registration information
including the page and the command (because the command
can be many kinds, e.g., this system has centered, high-
lighted, etc.). When the server receives the request, it first
checks to see if this type of box has already been registered,
and if the box has been registered, it simply places the in-
formation into the box; if there is no box, it creates the box
first and then places the page and instructions into the box
and returns the results to the page. +e user issues a
command on a page; the server receives the command to
find the appropriate box and notifies the other pages in the
box to execute the command. Once the user closes the page,
the server finds the corresponding box and logs out the
corresponding information in it or logs out the box if there
are no pages in it. As the data obtained may deviate from the
real information, the attribute modification function is in-
troduced to make the attribute information consistent with
the real information. If you click the “Confirm” button, Ajax
will write the modified information back to the backend, and
the coracle will write the data back to Oracle. At the same
time, the corresponding information in the cache will be set
to expire, and the attribute information will be changed; if

you click the “Cancel” button, the window will be closed
automatically, and the attribute information will not be
changed. When the attribute is changed, you need to change
all the information in Oracle and the cache, because if only
the data in Oracle is changed, when the front end requests
the information, it will first fetch the data from the cache,
and the data that is fetched is the unchanged data, and then
the dirty data situation will occur. If only the corresponding
data in the cache is set to be invalid, when the incremental
update is done, the server Tornado will request data from
Oracle because the data stored in Oracle has not been
changed, resulting in fetching the dirty data and changing
the data in the cache to dirty data, which are not allowed by
the program. +erefore, after property modification, you
need to change the data in Oracle and cache at the same time.

3. Analysis of Results

3.1. Simulation Results Analysis. By considering the per-
formance of the algorithm under different network pa-
rameters (mainly including the number of nodes, speed, and
hello interval), the simulation results are collected and
Figure 4 is generated.+e delay-constrained random routing
algorithm proposed in this chapter is abbreviated as DSRA.
To simplify the transmission process, each relay node has
only one chance to retransmit the packet. +e simulation
results are divided into two parts: Figure 4 shows the trend of
network parameters for the proposed routing strategies in
this section, including DSRA, OR-DSP, P-OLSR, and
GRAA, for different travel speeds and hello intervals. OR-
DSP mainly uses Dijkstra’s shortest path and the expected
locations of intermediate nodes to design the routing al-
gorithm. P -OLSR incorporates the relative speed and link

Approved?

Post to

WP:AN/I

Wait for 
Editors

 Acdimated

Presence Yes Sherif

No

3-month max

Do

Yes

No

 Sheriff

Tasks

Yes500?YesIn ?

Volunteer 

Request

No

Yes

No

Yes

To be a sheriff

Wait for 

You are not

Yes

No

No No

Admin

No

Figure 3: Link filter.

6 Complexity



state between two nodes into route selection, and the routing
process used by GRAA improves the performance of lo-
cation-based information routing algorithms by using time-
based node movement prediction and the idea of designing
routes for DTNs. +e results of evaluating different network
parameters (including timeout rate, packet loss rate, and
throughput) at different speeds and the number of nodes are
shown in Figure 4. From Figure 4, the total packet loss rate
increases with increasing speed. Twomain factors determine
the total packet loss rate: link quality and latency constraints.
+e former factor leads to more retransmissions, which not
only increases the end-to-end delay but also makes it more
likely that the total delay consumed by the packet will exceed
the delay threshold.+e latter factor increases the packet loss
rate because the relay node will drop the packet when the
delay consumed by the transmission is greater than the given
threshold.

DSRA collects information only from one-hop neigh-
bors and uses this information to make routing decisions.
+e time interval between each pair of nodes exchanging
beacons severely affects the reliability of single-hop trans-
missions, where the sending node’s use of previously saved
channel states leads to poorer routing decisions by the nodes
and thus degrades the network performance. +e channel
state computed in equations (3)–(5) is closely related to the
distance between the two nodes, and the increase in hello
spacing degrades the network performance when the
movement speed of the node changes. +erefore, it can be
seen from Figure 4 that the channel state information used
by a relay node to select a relay node using the previously
stored channel state does not reflect the current link quality,
which results in the node selecting a route to deliver packets,
thus reducing the number of packets correctly received by
GB. In practical implementation, a suitable hello interval
needs to be set to meet the requirements of a node’s single-
hop transmission success rate at a given movement speed.
Figure 5 shows the relationship between the hello interval
and the node’s movement speed when the average trans-
mission success rate reaches 80%. At lower movement
speeds, the coordinates of each node do not change much
and the channel state in the network gradually becomes

more stable. +e transmitting node only uses its stored
channel state to select a relay node and does not exchange
beacons to obtain the current channel state; choosing an
appropriate hello interval enables single-hop transmission to
achieve network performance like that using the current
channel state.

Next, the performance of this chapter’s approach with
OR-DSP, P-OLSR, and GRAA under different parameters is
analyzed. Delay constraints are an important factor con-
sidered by DSRA, so the optimization iteration of each relay
node considers not only different network metrics (e.g., link
quality) but also delay constraints. As with other routing
algorithms (P-OLSR and GRAA), although OR-DSP merges
the wait time of intermediate nodes into the path selection to
reduce end-to-end delay, it does not explicitly consider end-
to-end delay constraints, and additionally reducing the one-
hop delay does not mean that the total delay canmeet a given
delay threshold. +erefore, when performing OR-DSP,
P-OLSR, and GRAA, the packet timeout rate is greater than
DSRA. It can be seen from Figure 6 that, in all four methods,
the timeout rate increases as the movement speed increases,
which can be explained by the higher mobility of the nodes
per transmission leading to poorer link quality. One of the
main optimization goals of DSRA is to maximize the ef-
fective data transmission rate, taking into account both the
data transmission rate and the link quality. Nodes can adjust
the transmission data rate to adapt to the changes in the
network topology to get a better link quality; thus it can be
concluded that the timeout rate of DSRA is lower than that
of OR-DSP, P-OLSR, and GRAA at different speeds. +e
increase in the number of nodes gives more opportunities
for each sending node to make better routing decisions to
improve transmission quality. As a result, the timeout rate
decreases as the number of nodes increases, as shown in
Figure 6.

+e problem is formalized as an optimization problem
with maximizing the minimum transfer rate as an objective
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function and the total delay consumption of end-to-end
transfers as a constraint, and local approximate solutions are
obtained using first-order derivatives and projection
methods. To avoid routing into a local optimum, each node
selects a set of available relays based on one-hop neighbor
information and computes transfer probabilities for nodes in
each relay set considering both the remaining latency of the
packet and the distance from the relay node to GB. Each
sending node passes the packet to the relay node using the
transfer probability and local channel state information.
Finally, it is demonstrated that the proposed method can
converge to an optimal solution when certain conditions are
satisfied. From the simulation results, the proposed algo-
rithm in this chapter has good performance in terms of
network throughput, packet loss rate, and packet-timeout
rate.

3.2. Analysis of System Performance Test Results. Trajectory
data is a kind of multidimensional data, which contains not
only the position information (latitude and longitude) of
trajectory points but also a variety of other-dimensional
information, such as time, speed, and direction. For the
multidimensional information in the track data, this system
has developed an attribute visualization module, which aims
to synthesize different attributes of the track data and dig
deep into the hidden space-time laws. +e attribute visu-
alization module contains several submodules: yaw analysis,
velocity visualization, direct visualization, and correlation
analysis, each of which is applied to the analysis of different
track attributes. In this paper, the chosen visualization
method is a line graph to visually depict the yaw situation.
+e period of the selected data source is abstracted to the [0,
1] interval, and then the deviation distance of each data
recording point on the interval concerning the main course
is calculated, and to facilitate the visual presentation, they are
also coded and normalized to the [0, 1] interval to show the
degree of deviation of the track points. As shown in Figure 7,

the yaw analysis of the selected four-ship trajectory data is
presented.

+e direction is another important property in trajectory
data, and exploring the distribution of movement directions
can both find certain movement patterns and patterns and
may also reveal some unusual movement patterns. For
example, drifting may occur when there is a large deviation
between the direction of the ship’s route and the ship’s
course, which is considered a dangerous behavior in the
maritime field. +erefore, visual analysis for the directional
information of the trajectory data is also very necessary. In
this paper, two headings rose diagrams are designed to
visually analyze the directional information in the trajectory
data for exploring and analyzing the traffic flow direction. As
shown in Figure 8, the distribution of traffic flow in different
directions is visualized, and the distribution of traffic flow
velocity (average velocity in the direction taken) in different
directions is also visualized. +e percentage of stationary
points (trajectory points with almost zero velocity) in the
trajectory data is shown in the middle of the rose plot.
Figure 8 shows the directional distribution of vessel tra-
jectory data for a week at a port, with outbound in the
northwest and homeward in the southeast. +e outbound
traffic for this week is much more than the homing traffic,
and because the ships leave the port right in front of the
ocean, the outbound traffic is also relatively fast. In Figure 8,
we can see that there is an abnormal traffic flow in the
direction far away from the main traffic direction, and the
average speed is relatively fast, which may be a detour from
the main route due to special circumstances encountered in
a certain area.

+is test compares the force guided layout algorithm
with the OPTFR algorithm. After several simulations, set the
number of iterations to 250,m� 100, and depth l is 3. Set the
number of nodes generated by the data simulator each time
to 50, 100, 150, 200, 400, and 800, and the time unit for
calculating the latitude and longitude of the nodes is s. +e
test results are shown in Figure 9.

+e results show that as the number of nodes increases,
the OPTFR algorithm computes node positions faster than
the force guided layout algorithm; in particular, with more
nodes, this contrast is more pronounced. +e value of set in
the OPTFR algorithm can seriously affect the performance
of the algorithm itself; whenm is consistent with the number
of nodes in the graph, the algorithm degrades to a force
guided layout algorithm; when the value of m is relatively
small, the algorithm’s m value is also related to the number
of depth layers l between adjacent nodes, and it is found that
when l is increasingly small, the computation of repulsion
decreases, resulting in distant nodes that are a little closer
than before; how to take the value of l, according to the
specific business-specific analysis. +e server used by the
system is Tornado, which provides services through asyn-
chronous IO single thread, so the CPU resources are not
fully utilized; because the service is not high on the CPU
requirements, the single-core processor is not fully utilized.
Tornado uses an IO callback function, which increases the
memory usage as the number of requests increases. Also,
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Figure 6: Packet loss rate for four routing methods with different
number of nodes.
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Figure 7: Trajectory yaw analysis.
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Tornado introduces a caching mechanism, which also in-
creases memory consumption.

4. Conclusion

Design and implement a network topology visualization
system to visualize complex nodes and internode connec-
tivity information in a page and provide users with a variety
of dimensional data presentation methods, enabling users to
analyze and monitor network data in the topology by fil-
tering, moving, and modifying attributes and other inter-
active methods. +e interference control problem for
satisfying end-to-end delay constraints is formalized as an
optimization problem targeting data transmission rate and
transmit power. +e link-layer constraints are eliminated
using a pairwise decomposition method and the end-to-end
delay constraint is transformed into a single-hop delay
constraint based on a horizontal decomposition method. To
maximize the objective function and reduce the local delay
in the distributed model, the single-hop delay estimated for
each node in the network is used as a local delay constraint.
Based on the local neighbor information nodes performing
parameter update operations independently, the conver-
gence of the algorithm using a subgradient method to update
the logarithmic parameters and first-order derivative
method to obtain the solution of the original problem is
considered. A distributed interference control algorithm is
also proposed, which does not require nodes to collect global
information and each relay node performs the data trans-
mission task based on local channel information only. Fi-
nally, the convergence of the optimization method is proved
and its performance is verified by the results of simulation
experiments. In contrast, the non-line-of-sight blocking
control algorithm proposed in this paper assumes the ex-
istence of at least one available relay node per transmitter
node at any moment, and the empty region problem is not
considered. Although the method proposed by GPSR can
solve this problem well, it does not consider the delay
constraints, and delivering packets using the right-hand rule
will consume more delay. +erefore, in future work, there is

a need to devise a routing method that not only solves the
empty region problem but also satisfies the latency
constraint.
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