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Effective teamwork in an initially leaderless group requires a high level of collective leadership emerging from dynamic in-
teractions among groupmembers. Leader emergence is a crucial topic in collective leadership, yet it is challenging to investigate as
the problem context is typically highly complex and dynamic. Here, we explore leadership emergence and leadership perception
by means of computational simulations whose assumptions and parameters were informed by empirical research and human-
subject experiments. Our agent-based model describes the process of group planning. Each agent is assigned with three key
attributes: talkativeness, intelligence, and credibility. An agent can propose a suggestion to modify the group plan as a speaker or
respond and evaluate others’ suggestions and leadership as a listener. Simulation results suggested that agents with high values of
talkativeness, intelligence, and credibility tended to be perceived as leaders by their peers. Results also showed that talkativeness
may be the most significant and instantaneous predictor for leader emergence of the three investigated attributes: talkativeness,
intelligence, and credibility. In terms of group performance, smaller groups may outperform larger groups regarding their
problem-solving ability in the beginning, but their performance tends to be of no significant difference in a long run.+ese results
match the empirical literature and offer a mechanistic, operationalized description of the collective leadership processes.

1. Introduction

Traditional leadership assumes a single, often heroic, leader
in a group or team. In contrast, collective leadership de-
scribes a process in which multiple individuals interacting
with each other in an initially leaderless group or team can
spontaneously direct their decision-making process, make
decisions, and take actions on their own [1]. Multiple

members within the group might serve as leaders in formal
or informal capacities, and the shifting of leadership re-
sponsibilities is often rooted in individuals’ characteristics,
skills, and expertise [2].

Research on collective leadership has recently attracted
significant attention as it has increasingly been recognized as
a key role in group planning in rapidly changing complex
environments [3–7]. +e dynamics of leader emergence is a
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complex process contributed to by many correlated factors.
Participation time (i.e., the amount of speaking time) is
closely related to observer perceptions of leader emergence
[8]. Several studies in psychology and sociology can bolster
this statement [9, 10]. Our own experimental study also finds
a high correlation between speaking time and leader
emergence as well [11]. Intelligence is typically considered to
be a significant predictor of leader emergence in general
[12, 13]. It is known to be correlated positively and sig-
nificantly, but not substantially, with leader emergence [14].
Finally, credibility is considered a cornerstone of leadership,
which can significantly and positively impact leader emer-
gence [15]. At a collective level, the group size is highly
correlated with leader emergence. +e average participation
time is shorter in larger groups [16], where the distribution
of participation time is more skewed toward a small number
of participants. It was also reported that the larger the group
is, the more inhibited introverts are [17], which supports this
point of view. Increasing group size also makes the corre-
lation between leadership perception and participation time
stronger [18]. Meanwhile, group performance in a problem-
solving context is argued to be independent of the group size
[18, 20].

Long in the purview of researchers, leader emergence
and leadership perception have been well studied. However,
little research has been carried out regarding the develop-
ment of a mechanistic theoretical framework that addresses
leader emergence and leadership perception, not to mention
operationalized computational models of it. To address the
lack of mechanistic understanding of collective leadership,
we construct a computational agent-based model of leader
emergence from an initially leaderless group. We emphasize
that our model is not developed to discover novel outcome
behaviors or to detect explicit linkages between parameter
and outcomes, but rather, to connect all of them and explain
the process of leadership perception and leader emergence
using a mechanistic means.+emodel is based on the theory
of shared mental model formation in the teamwork and
leadership literatures [7, 21–23]. Specifically, we quantita-
tively capture leader emergence by dynamical changes of a
variable called perceived leadership, i.e., perception of an
agent’s leadership by others in a simulated group planning
process. We also measure participation time and group
performance under multiple group sizes. Our simulation
results match findings and observations reported in the
empirical literature: (1) leadership perception is highly
correlated with the agent’s talkativeness, intelligence, and
credibility, and talkativeness may be the most significant and
instantaneous predictor for leader emergence; (2) increasing
group size lowers the average participation time but makes
the correlation between participation time and leadership
perception stronger; and (3) in the context of problem-
solving ability, smaller groups outperform larger groups in
the beginning of group planning, but they tend to be of no
significant difference in the long term.

+e rest of this paper is structured as follows. Details of
our agent-based model, including attributes of agents and
procedures of simulation, are introduced in Section 2.
Simulation results regarding leader emergence, participation

time, and group performance are shown in Section 3. Finally,
conclusions are provided in Section 4.

2. Agent-Based Model

Agent-based models are widely used to model dynamical
behaviors of systems in a variety of fields, such as eco-
nomics, social science, organizational science, behavioral
ecology, and physics. +e essential idea is that simple
behavioral rules of agents at microscopic scales may
generate complex nontrivial behaviors at macroscopic
scales [24]. We set the collective leadership scenario in the
context of a small-sized group of agents trying to solve an
optimization problem in an unknown problem space
through group discussion for a finite period. +e group
size is in the range of 4∼10, since very small groups (i.e., 2
or 3 agents) lack diversity of perspectives, whereas larger
groups tend to split into subgroups [25, 26]. +e agents are
assumed to be in a fully connected social network, to
possess equal social status, and to have individual attri-
butes that are different from each other. +emodel settings
are mainly based on our earlier work [27], with significant
revisions added to capture the collective leadership at
individual and group levels. +e present model has
implemented a procedure for leadership evaluation,
modified individual utility functions, and improved each
agent’s local search strategy according to our new research
objective. A schematic illustration of our new model is
shown in Figure 1.

2.1. Problem Space. +e optimization problem is defined on
a continuous space S � [0, 1]m, where m represents the
dimensions of the problem space which are also called the
aspects of the problem.+e true utility function is defined in
this problem space but is not accessible from any of the
agents. A plan is defined as a point (i.e., m-dimensional
vector) in the problem space. An opinion of an agent is a
plan with a utility calculated by its individual utility function.
+e distance between two plans or between a plan and an
opinion means the distance of two points in the problem
space. +e true utility function is defined as follows:

U(v) � 􏽘
m

i�1
􏽘

l

k�1
E

L
ik sin ωikxi( 􏼁

+ 􏽘
1≤ i,j≤m

i≠j

􏽘

l

k�1
E

I
ij sin ωikxi( 􏼁sin ωjkxj􏼐 􏼑.

(1)

Here, v � (x1, x2, . . . , xm) is a plan in the problem
space and l is the number of coexisting frequencies in each
dimension. +ose frequencies are randomly generated from
a certain range so thatωij ∈ [0, 10]. EL

ik and EI
ij are the linear

and interaction coefficients, respectively, which are gener-
ated from the random value in the range so that E ∈ [0, 1].
+is produces a bumpy, highly nonlinear utility function
whose optimum is not easily discovered by agents (Figure 1,
top left).
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2.2. Agents. Based on our literature review, we assign the
following three key attributes to each agent: (1) talkativeness,
(2) intelligence, and (3) credibility. For simplicity, we as-
sumed these attributes are distributed within the range of
[0, 1]. We also endowed each agent with a list of perceived
leadership attributes (i.e., cumulative leadership perception
given to it by peers) and an individual memory including an
individual utility function, a set of memorized opinions, and
its current best plan. Each agent will update its best plan and
individual utility function as more opinions are added to its
memory. More details of these model components are de-
scribed below:

Talkativeness refers to the willingness of proposing a
new suggestion in the group planning process. +ose
with higher talkativeness tend to act more often as a
speaker. We use Ti to indicate agent i’s talkativeness.
Intelligence is a general ability that correlates with
multiple intellectual skills, behaviors, and outcomes. In

our model, it decides the quality and quantity of each
agent’s inherent opinions and its local search radius.
We use Ii to indicate agent i’s intelligence.
Credibility relates to the gain of leadership perception.
If the speaker’s credibility is high, the listeners are more
inclined to give a high evaluation of the speaker’s
leadership and support its suggestion. We use Ci to
represent agent i’s credibility.
Inherent opinions are opinions each agent initially
samples from the true utility function. +e number of
agent i’s inherent opinions is φIi + 2, where Ii is agent
i’s intelligence and φ is a parameter. Inclusion of 2
guarantees that each agent will have at least two
opinions to construct its individual utility function (k-
NN) initially. +e utility of agent i’s inherent opinion is
its true utility perturbed by random noise
δ ∈ [Ii − 1, 1 − Ii]. Note the noise range narrows to-
ward zero as agent i’s intelligence approaches 1.

True utility function

I support, but her
presentation is not

believable. I add
only 0.1 to her

perceived
leadership

I don’t support,
because I don’t think
her proposal works. I
subtract 0.5 from her
perceived leadership

Sample with noise

Aspect 1 Aspect 2

Inherent opinions:
[IO2,1, IO2,2, IO2,3, ...]

Local searched opinions:
[LSO2,1, LSO2,2, LSO2,3, ...]

Accepted opinions:
[AO2,1, AO2,2, AO2,3, ...]

Perceived leadership:
[PL2,0, PL2,1, PL2,2, PL2,3, PL2,4, PL2,5]

Individual memory:
individual best plan

Individual utility function

Attributes:
Talkativeness = 0.8
Intelligence = 0.7
Credibility = 0.3

Speaker:
I suggest we change

aspect 2 of the
group plan from 0.7
to 0.4. I think it will
improve the utility

to 0.5

Agent 1

Agent 2

Agent 0

Agent 5

Agent 4

Agent 3

I support. I
really like her
proposal, so I
add 1 to her

perceived
leadership

�ough her
proposal is bad, I
socially support

it. I add 0.5 to her
perceived
leadership

I don’t support, her
proposal won’t work and
she is not trustworthy at
all. I subtract 0.5 from

her perceived leadership

Current Group Plan:
[0.3, 0.7]

Since 3 (supports) > 2(rejections),
then the group plan will
be changed to [0.3, 0.4]

Agent 2’s perceived leadership will
be changed as follows:

[(PL2,0 – 0.2), (PL2,1 + 0.1), (PL2,3 – 0.5),
(PL2,4 – 0.4), (PL2,0 + 0.9)]

Figure 1: A schematic illustration of our agent-based model. A leaderless group consisting of n agents trying to find the maximum point of
the true utility function displayed in the top-left corner, which is not directly accessible from any agent. Agents have limited knowledge
about the true utility function. Prior to discussion, each agent initially samples a certain number of opinions from the true utility function as
its inherent opinions, whose quantity and quality depend on its intelligence. Agents reconstruct models of the utility function as their
individual utility functions from those memorized opinions. Meanwhile, each agent also picks one plan with highest utility in its memory as
its current best plan.+e individual utility function and the best plan will be updated as new opinions are added to memory. In the planning
process, the groupmembers either keep silent and think about the problem by themselves or discuss about the problem openly.When silent,
each agent studies a new opinion around its best plan by itself, then updates its individual utility function. Also, it changes its best plan if the
new opinion is better.+e speaking process goes as follows. First, a speaker proposes a suggestion of modifying one aspect of the group plan.
Second, other agents (listeners) evaluate the speaker’s perceived leadership according to the quality of its suggestion and the performance of
its presentation. Finally, the listeners decide whether to adopt the speaker’s suggestion or not at individual and group levels. If the new plan is
supported by more than half of the listeners, the group plan will be changed according to the speaker’s suggestion, otherwise the group plan
remains unchanged. +is cycle repeats for a certain number of iterations.
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Individual opinions are all opinions memorized in an
agent’s memory, which consist of three parts: inherent
opinions IOi,1, IOi,2 . . .􏽮 􏽯, locally searched opinions
LSOi,1, LSOi,2 . . .􏽮 􏽯, and opinions accepted from other
agents AOi,1, AOi,2 . . .􏽮 􏽯 (Figure 1). Agent i’s indi-
vidual opinion set is represented as Oi � IOi,1, IOi,􏽮

2 . . .}∪ LSOi,1, LSOi,2 . . .􏽮 􏽯∪ AOi,1, AOi,2 . . .􏽮 􏽯.
Individual best plan is the plan with the highest utility
in an agent’s memory based on its individual utility
function. Agent i’s best plan is represented as vi,best.
Individual utility function is an agent’s internal function
that maps a plan to a utility value. +is function es-
timates the utility of a plan through k-nearest neighbor
regression (k-NN) [28] with the agent’s individual
opinions used as the neighbor dataset. Here, we assume
each agent can evaluate all the proposed plans.
Perceived leadership is the variable that captures leader
emergence that dynamically changes according to
speaking times, agent’s credibility, and the quality of its
proposed plans. Agent i’s perceived leadership is rep-
resented as a vector PLi � (PLi, 1, PLi, 2, . . . , PLi, n),
where PLi,j represents the perceived leadership given to
agent i by another agent (listener) j. Note that PLi does
not contain self-evaluation (PLi,i).

2.3. Group Planning. In the group planning process, agents
either talk about the problem openly or keep silent and think
about the problem by themselves. +e ratio between silence
and speaking varies according to group size. It was em-
pirically reported that the average speaking time was 47% in
two-person groups and 29% in six-person groups [16]. We
used these numbers to construct a simple linear model of the
speaking time ratio as a function of group size n:
Speaking TimeRatio � an + b, with (a, b) � (−0.045, 0.56).
In our model, this ratio was used as a probability of speaking
by any agent in each iteration.

In the silence state, every agent keeps silent and inde-
pendently examines whether there is a better plan around its
best plan to achieve a higher utility. Specifically, each agent
randomly selects and memorizes a new plan from a
neighborhood of its best plan, v|‖v − vi,best‖< r􏽮 􏽯, where r is
the local search radius. +e agent will update its best plan if
the new plan is better.

In the speaking state, there are five steps that make up a
speaking cycle, which is shown in Figure 2. +ese five steps
are described below:

Step 1: selection of a speaker.
One agent is selected probabilistically from all agents
based on their talkativeness.+e speaking probability of
agent i is calculated as pi � T

ξ
i /􏽐

n
j�1 T

ξ
j, where ξ ≥ 1 is

an adjustable exponent. When ξ � 1, selection proba-
bilities of a speaker are proportional to the agents’
talkativeness. Increasing ξ will amplify the impact of
talkativeness in the selection of the speaker.
Step 2: proposal of a new plan.

+e selected speaker generates m new plans by
replacing each of the m aspects of the current group
plan with the corresponding value in its individual best
plan. +en, the speaker chooses the plan with the
highest utility and proposes it to the other agents.
Step 3: evaluation of speaker’s leadership.
After the speaker i proposes a new plan vnew and the
corresponding utility Ui(vnew), every listener evaluates
the speaker’s leadership. Listener agent j evaluates the
utility of the new plan using its own utility function
(Uj(vnew)).
If | Uj(vnew) − Ui(vnew) |< τe− α(t/h) (where τ, α, h, and t

are the initial tolerance, a constant in time decay term,
the total number of iterations, and the current number
of iterations, respectively [27]), agent i’s perceived
leadership from agent j’s perspective will increase as
PLi,j←PLi,j + βCi n e− α(t/h) + ε, where Ci is agent i’s
credibility, n is the group size, and ε is a constant reward
for speaking. We included the group size here to
capture the empirical observation that the group size
can affect the gain of leadership perception. Namely, a
speaker communicating to large audience may gain
greater perceived leadership than a speaker talking to
just a few listeners [18]. +e purpose of using the decay
term e− α(t/h) is to represent temporal decay of tolerance
to bad ideas and credibility’s contribution to speaker’s
leadership perception.
In the opposite scenario, if | Uj(vnew) − Ui(vnew) |≥
τ e−α(t/h), the perceived leadership will be updated as
PLi,j←PLi,j + βCin e−α(t/h) − c e−α(t/h), where the last
negative term represents a penalty incurred on the
speaker’s leadership perception when its judgement of
the new plan is too far away from the listener’s esti-
mation. Such a rejection situation arises more fre-
quently as time proceeds because the tolerance level
τe− α(t/h) decreases exponentially. To avoid speaker
agents overpenalized in the later stage of simulation,
the penalty term is also scaled with e− α(t/h).

Selection of a
speaker

Proposal of a 
new plan

Evaluation of
speaker’s

leadership

Individual 
response to

the new plan

Group 
response to

the new plan

Figure 2: A speaking cycle made of five steps of group planning
used in our model.
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Step 4: individual response to the new plan.
Each listener individually decides whether it accepts or
rejects the new plan proposed by the speaker. If
| Uj(vnew) − Ui(vnew) |< τe−α(t/h), the listener will ac-
cept and add the new plan to its memory. Otherwise,
the listener will not add the new plan to its memory.
However, the listener may still express social acceptance
[14] for the new plan. +e probability for listener j’s
social acceptance of speaker i’s new plan is given by
SAi � dmin

i Ci e− α(t/h), where dmin
i is the minimum of

the Euclidean distances among agent i’s memorized
plans and the new plan. When dmin

i is large, that means
the new plan is far from the knowledge of the listener,
so it tends to increase the probability of social accep-
tance. Larger credibility of the speaker will also increase
the probability of social acceptance. +e time-depen-
dent decay is also included to decrease the probability
of social acceptance as the discussion continues.
Step 5: response to the suggestion in group level.
After all the listeners have made their acceptance/re-
jection decisions, the group as a whole responds to the
new plan in a democratic manner. If the proposed plan
is supported by more than half of the listeners, the new
plan will be accepted as a new group plan. Otherwise,
the group plan will remain unchanged.

3. Simulation Results

We implemented the simulation model in Python and ran
the experiments in multiple scenarios. We use two group
sizes as representative cases: 4-agent group and 8-agent
group, whose attributes of agents are randomly generated.
Details are shown in Tables 1 and 2, respectively. Note that
these specific 4-agent and 8-agent settings were used only for
the results shown in Figures 3–7.

To obtain the simulation results, the following parameter
settings were commonly used (we have tested minor vari-
ations of these values and confirmed that the main results
and conclusions were not significantly changed):

(i) Dimension of problem space: m � 2
(ii) Number of coexisting frequencies in the true utility

function per dimension: l � 5
(iii) Parameter for determining the number of agent’s

inherent opinions: φ � 20
(iv) Number of nearest neighbors used for calculating

agent’s individual utility function: k � 2
(v) Radius of local search for each agent: r � 0.005
(vi) Exponent for probability of speaking: ξ � 3
(vii) Constant for temporal decay term: α � 1.3
(viii) Initial utility tolerance for evaluation of perceived

leadership: τ � 0.5
(ix) Constant for evaluation of perceived leadership:

β � 0.05
(x) Reward and penalty for evaluation of perceived

leadership: ε � 0.4 and c � 0.2

3.1. Leader Emergence. +e first and most important
problem we examined is leader emergence. We ran each
simulation for 300 iterations. +e results with the 4-agent
group and the 8-agent group are displayed in Figures 3 and
4, respectively. +e top left panel of Figure 3 shows the
dynamical change of each agent’s perceived leadership. After
300 discussion rounds, agent 2 gained the highest perceived
leadership from its peers. Agent 2 had relatively high values
of talkativeness (T2 � 0.62), intelligence (I2 � 0.87), and
credibility (C2 � 0.68), which helped it to be the leader,
though none of these attributes were the highest in the
group. At the beginning of discussion, agents lacked
knowledge or information to judge the quality of new
proposed plans, and they were more inclined to accept new
plans as listeners. +erefore, the agents who talked more at
first received more rewards than other less talkative ones. In
this case, agent 3, the most talkative (T3 � 0.72) agent in the
group gained higher perceived leadership than agent 2 in the
initial stage of the simulation. However, agent 3’s intelli-
gence and credibility were rather low
(I3 � 0.23 andC3 � 0.15), making its proposed new plans
prone to large errors and questionable. Other agents might
accept agent 3’s plans at the beginning, but as discussion and
communication continued, other agents gained more in-
formation about the problem space, which enabled them to
judge the quality of a new plan more reasonably.+en, agent
3’s new plans became rejected more frequently for the rest of
iterations, which is seen as its high rejection rate in the top
right panel of Figure 3. Meanwhile, agent 2’s plans were most
often accepted by the group because of its high intelligence.
For other members, agent 0’s credibility (C0 � 0.81) was the
highest in the group, but its intelligence was not so high
(I0 � 0.5) and most of its proposed plans were rejected by
the group. Agent 1 was the least talkative (T1 � 0.33) agent,
but it was very smart (I1 � 0.94) which made its only few
proposals all adopted by the group. Both agent 0 and agent 1
had some shortcomings that prevented them from becoming
the leader of the group.

Table 1: Agents’ attributes in a representative 4-agent group. Note
that all attributes are normalized in the range of [0, 1].

Agent Talkativeness Intelligence Credibility
Agent 0 0.51 0.50 0.81
Agent 1 0.33 0.94 0.34
Agent 2 0.62 0.87 0.68
Agent 3 0.72 0.23 0.15

Table 2: Agents’ attributes in a representative 8-agent group.

Agent Talkativeness Intelligence Credibility
Agent 0 0.11 0.46 0.72
Agent 1 0.91 0.95 0.84
Agent 2 0.25 0.64 0.96
Agent 3 0.49 0.22 0.98
Agent 4 0.64 0.91 0.31
Agent 5 0.39 0.45 0.48
Agent 6 0.77 0.13 0.27
Agent 7 0.52 0.88 0.45

Complexity 5



0 50 100 150 200 250 300
Number of iterations

0

2

4

6

8

10
Av

er
ag

e o
f p

er
ce

iv
ed

 le
ad

er
sh

ip

Agent 0
Agent 1

Agent 2
Agent 3

(a)

0 1 2 3
Agents

0

10

20

30

40

Q
ua

nt
ity

Accepted
Rejected

(b)

0.0 0.2 0.4 0.6 0.8 1.0
Problem aspect 1

0.0

0.2

0.4

0.6

0.8

1.0

Pr
ob

lem
 as

pe
ct

 2

Initial group plan
Final group plan

(c)

0 50 100 150 200 250 300
Number of iterations

−1

0

1

2

3

4

5

6

Tr
ue

 u
til

ity
 o

f g
ro

up
 p

la
n

(d)

Figure 3: Simulation results of the representative 4-agent group. (a) Dynamical change of the agents’ perceived leaderships. +e average of
each agent’s perceived leadership is shown in this plot. (b) Quantities of adopted and rejected plans proposed by each agent. (c) +e
trajectory of the group plan. (d) +e change of the group plan’s true utility. Note that agents’ attributes are defined in Table 1.
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Figure 4: Continued.
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+e bottom panels of Figure 3 show the change of
trajectory (left) and utility (right) of the group plan. +e
group plan changes drastically with group planning itera-
tions. It could repeat going back and forth between multiple
points, which can be seen as the dark blue part in the bottom
left panel of Figure 3. In the 4-agent group, the group plan
tends to be stable after no more than 100 iterations, which

can be seen from the unchanged utility of the group plan in
the bottom-right panel of Figure 3.

Simulation results of the 8-agent group are displayed in
Figure 4. In the top left panel, from the beginning to the end,
agent 1 was the obvious leader in this group because of its
high values of talkativeness (T1 � 0.91), intelligence
(I1 � 0.95), and credibility (C1 � 0.84). Agent 1 proposed
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Figure 4: Simulation results of the representative 8-agent group. (a) Dynamical change of the agents’ perceived leaderships. +e average of
each agent’s perceived leadership is shown in this plot. (b) Quantities of adopted and rejected plans proposed by each agent. (c) +e
trajectory of the group plan. (d) +e change of the group plan’s true utility. Note that agents’ attributes are defined in Table 2.
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Figure 5: Perceived leadership of a certain agent (leader) with 3 levels of talkativeness in 4-agent group (a) and 8-agent group (b). +e thin
lines show the results of 100 independent simulation runs, while the thick dotted lines represent the median of those 100 runs. Note that
agents’ other attributes are defined in Tables 1 and 2.

Complexity 7



many suggestions for revising the group plan, most of which
were accepted by the group (top-right panel of Figure 4).
Meanwhile, both agent 0 and agent 5 did not talk at all in the

whole discussion process because of their relatively low
talkativeness (p), and therefore, their perceived leadership
remained zero. In contrast, agent 6 talked a lot (T6 � 0.77)
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Figure 6: Perceived leadership of a certain agent (leader) with 3 levels of intelligence in 4-agent group (a) and 8-agent group (b). +e thin
lines show the results of 100 independent simulation runs, while the thick dotted lines represent the median of those 100 runs. Note that
agents’ other attributes are defined in Tables 1 and 2.
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Figure 7: Perceived leadership of a certain agent (leader) with 3 levels of credibility in 4-agent group (a) and 8-agent group (b).+e thin lines
show the results of 100 independent simulation runs, while the thick dotted lines represent the median of those 100 runs. Note that agents’
other attributes are defined in Tables 1 and 2.
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and proposed many suggestions, but because its intelligence
was rather low (I6 � 0.13), most of its suggestions were
denied by the group (top-right panel of Figure 4). Agents 2,
3, 4, and 7 were not as high as agent 1 regarding the three
attributes. +erefore, the perceived leaderships of them are
much less than that of agent 1. +e 8-agent group needed
more time to converge than the 4-agent group. Note that the
abovementioned descriptions and explanations are only for
the two specific cases shown in Figures 3 and 4.

We also explored talkativeness, intelligence, and credi-
bility one by one to investigate their individual impact on the
leader emergence. Here, we chose agent 2 and agent 1 from
the representative 4-agent 8-agent groups, respectively,
which are defined in Tables 1 and 2, then set three levels (0.1,
0.5, and 0.9) of each objective attribute, and ran 100 in-
dependent Monte Carlo experiments at each level. All the
other model settings remained the same. Simulation results
are shown in Figures 5–7. +e results revealed that agent’s
talkativeness, intelligence, and credibility significantly
influenced leader emergence. In both 4-agent and 8-agent
groups, talkativeness was the most significant predictor for
leader emergence since same difference between

talkativeness levels could lead more rapidly to much larger
variations of perceived leadership than that caused by in-
telligence or credibility. +is observation can be partly
corroborated by an empirical study which argued that top
talkative people were almost uniformly perceived as con-
tributing more in the experimental groups, whereas the
measured intelligence seemed not to be as important as
talkativeness [29].

3.2. Collective Leadership Perception in Groups of Different
Sizes. We next investigated the impact of group size on the
perceived leadership distribution. For the experiments in
this section, all the agents’ attributes were randomly gen-
erated (i.e., the specific illustrative examples of 4-agent and
8-agent groups were no longer used). Simulation results are
shown in Figures 8 and 9. Figure 8 indicates that the dis-
tribution of participation time (speaking time) in larger
groups skews more toward zero, which indicates that fewer
participants spent a substantial amount of speaking time in
the discussion. Figure 9 shows that the average normalized
perceived leadership declined significantly as the group size
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Figure 8: Distribution of participation times in different sized groups. +e data was collected from 100 independent simulation runs (300
iterations). +e ideal maximal participation time is 300, yet for a better visualization, here we only show the data within 50 participation times.
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increased, indicating the perceived leadership was attributed
only to fewer participants. +ese simulation results could
match the empirical studies well [16, 18].

3.3. Group Performance of Different Sized Groups. We also
investigated the utility of the final group plan obtained in
different sized groups. +e results are shown in Figure 10, in
which two interesting patterns are found. First, smaller sized
groups were more likely to outperform larger groups in
initial stages of discussion. +is is likely because larger
groups would need longer time to develop a shared un-
derstanding of the problem space. Some studies regarding
social organization may bolster our conjecture: members in
larger groups feel more anonymous and less involved than
they do in smaller groups [30] and the quality of face-to-face
communication is worse in larger groups than that in
smaller groups [31]. Second, the final impact of group size on
the group performance was negligible in the long run. +is
observation can be understood in which the participation
time (and hence the opportunity to contribute) gradually
becomes available only to a small number of participants
even in larger groups, as shown above. +is observation
matches the results of the reported works [18, 20].

4. Conclusions

We studied collective leadership by conducting agent-based
simulations of group planning processes. +e results offer two
interesting observations regarding leader emergence and
group performance, which can be summarized as follows:

(1) Talkativeness may be the most significant and in-
stantaneous predictor for leader emergence of the
three investigated attributes: talkativeness, intelli-
gence, and credibility

(2) Smaller groups outperform larger groups in the
beginning of a group planning process, but their
difference tends to become negligible in the long run

+ese observations match what has been reported in the
empirical literature well, indicating the value of our pro-
posed model as a mechanistic, operationalized description of
collective leadership and leader emergence.

Our work, however, has several limitations. First, we
chose only three individual attributes (i.e., talkativeness,
intelligence, and credibility) to construct our model, yet in
reality, many other related individual characteristics may
also impact human behavior in groups and leader emer-
gence significantly. We plan to include more personal
attributes into our model in future work as well as examine
the more active role of intelligence and consider the effect
of innovation on the results. Second, we assumed that
talkativeness, intelligence, and credibility were static in-
dividual properties. While reasonable for short-term
group planning, this assumption may not be adequate for a
model of longer-term team building and leader emergence
processes. +ird, our investigation is currently limited to
small-sized groups (i.e., group size within the range of
4∼10). Real-world large-sized groups may typically involve
much greater complexity, and therefore, large-sized
groups need to be explored further. Fourth, our model is
also limited in the ecological validities since we simplified
many relationships as simple linear or exponential
mathematical expressions in our model which might be
otherwise much more complicated in real-world. Finally,
the validation of our simulation results with empirical
observations has so far remained qualitative only. We plan
to conduct more systematic model calibration and fitting
so that our model will be more useful for quantitative
explanation and prediction of collective leadership
processes.

Data Availability

+e simulation model and experimental data used to obtain
the findings of this study are available from the corre-
sponding author upon request.
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