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In the current context of the establishment of world-class universities and disciplines in China, this study examined the investment of research funds at universities. First, six variables were selected as evaluation indicators from the perspective of fixed assets, teaching configuration, research instruments, and the number of books in libraries. Seventy-two universities were investigated from 2013 to 2017. Second, an evaluation system was constructed using the BP (backpropagation) neural network method and its applicability was verified. Finally, by adjusting the six indicators, the investment of university research funds could be adjusted and predicted to provide a reference for the construction of “first-class” universities and disciplines.

1. Introduction

Since reform and opening up, China has been attached greater importance to education, particularly at a time when the world is undergoing great development, change, and adjustment, with rapid scientific and technological progress, deepening economic globalization, and fierce competition for high-skilled workers. At the same time, the development of higher education in China has attracted worldwide attention. The initial formation of a socialist system of higher education has been constructed, which is multiform, multilevel, and full of disciplines to meet the needs of economic construction and social development, where a large number of outstanding and top-notch high-skilled workers have been trained for socialist modernisation and play a great role in the country’s economic construction, scientific and technological progress, and social development. Today, in the era of the knowledge economy, the previously implemented “211” project and “985” project of higher education policy have exposed some problems, such as low resource utilisation, identity consolidation, and lack of fair and effective competition among other factors. The country’s development requires improving the quality of our people and training innovative high-skilled workers. Considering the current state of China and its critical period of reform as well as the international experience of advanced higher education, the Government has introduced a policy of “double first-class” university system.

The study of investment in scientific research funds from each university in terms of infrastructure and equipment is more favourable to the understanding and grasp of the current “first-class” universities in all aspects. The increase in fixed assets of universities, the purchase of scientific research instruments and equipment, and the expansion of library books are more conducive to determining the scope of funding, facilitating the use of funds in practise, and efficiently promoting the construction and development of first-class universities and first-class disciplines in China with high efficiency.

2. Literature Review

2.1. Research on Evaluation of School Facilities. By analysing the current status of the development of teaching laboratories in universities, Gao [1] propose optimising teaching laboratories in terms of both informational construction and social services, so that teaching laboratories can better contribute to the development of “double first-class”
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on the library's electronic resources, the effectiveness of the construction of "double first-class" universities, the quality of education and teaching, and other aspects. There are few studies on research funding at universities, and there is a lack of research that uses neural networks for in-depth analysis. This study uses a neural network model to discuss the investment in scientific research funds of various universities from the aspects of infrastructure and hardware equipment of “double first-class” universities and discusses the related implications.

2.3. Research on the Evaluation of the Teaching Quality Neural Network Universities. Zheng and Yan [12] used a teaching evaluation mechanism to measure teaching quality. Through the three aspects of the difference in teaching quality, the unity of teaching evaluation subjects, and the difficult op-

eration of teaching evaluation methods, a comprehensive teaching quality evaluation system was established. Fan and Ma “13” evaluated the teaching quality of college teachers by establishing a complex nonlinear relationship between the evaluation results of teaching quality and various indicators. Zhu and Wang [14] used a particle swarm optimisation method to establish a BP neural network evaluation model. It solved the problem of scientific research performance evaluation faced by the Scientific Research Management Department of Colleges and Universities. It used particle swarm optimisation to optimise the initial weights and thresholds of the BP neural network model and then made predictions.

In summary, most of the research on the construction of “double first-class” universities has been carried out in combination with the basic supporting facilities of universities, the quality of education and teaching, and other aspects. There are few studies on research funding at universities, and there is a lack of research that uses neural networks for in-depth analysis. This study uses a neural network model to discuss the investment in scientific research funds of various universities from the aspects of infrastructure and hardware equipment of “double first-class” universities and discusses the related implications.

3. BP Neural Network Model

An artificial neurone emulates the abstraction, simplifica-
tion, and simulation of biological neurones. It is the basic processing unit of an artificial neural network. Neural network learning is one of the basic algorithms in the field of artificial intelligence. It was a mathematical model proposed by the psychologist McCulloch and mathematician Pitts in 1943. Its main application areas involve pattern recognition, intelligent robots, nonlinear system recognition, knowledge processing, and other factors.

3.1. Mathematical Model of Neural Network Perceptron. The most common neural network model with only a single hidden layer is a three-layer perceptron. These three layers are the input layer, hidden layer, and output layer. There is a mathematical relationship between the signals of each layer as follows:

For the hidden layer,
is usually a unipolar sigmoid function, which we call \( f \). In formulas (1) and (2), the transformation function \( f(x) \) is derivative and continuous. For equation (3), we call \( \sigma(x) = \frac{1}{1 + e^{-x}} \). The sigmoid function is derivative and continuous. For equation (3), we call \( f'(x) = f(x)(1 - f(x)) \). If necessary, you can also use the bipolar sigmoid function:

\[
f(x) = \frac{1 - e^{-x}}{1 + e^{-x}}.
\]

To reduce the computational complexity, the output layer can also use linear functions as needed:

\[
f(x) = kx.
\]

### 3.2. Derivation of the BP Algorithm

The following uses the three-layer BP neural network model as an example to derive the BP learning algorithm.

#### (1) Network error

If the network output is not equal to the expected output, then there is an output error \( E \) as follows:

\[
E = \frac{1}{2} (d - O)^2 = \frac{1}{2} \sum_{k=1}^{l} (d_k - O_k)^2.
\]

Expanding the above error to the hidden layer,

\[
E = \frac{1}{2} \sum_{k=1}^{l} [d_k - f(n_k)]^2 = \frac{1}{2} \sum_{k=1}^{l} \left[ d_k - f \left( \sum_{j=0}^{m} w_{jk} y_j \right) \right]^2.
\]

Further, expand to the input layer:

\[
E = \left[ \frac{1}{2} \sum_{k=1}^{l} \left\{ d_k - f \left( \sum_{j=0}^{m} w_{jk} f(n_k) \right) \right\}^2 \right]^{2} = \frac{1}{2} \sum_{k=1}^{l} \left[ d_k - f \left( \sum_{j=0}^{m} w_{jk} y_j \right) \right]^2.
\]

#### (2) Network weight adjustment based on gradient descent

From equation (9), the input error of the neural network is a function of weights \( w_{jk} \) and \( v_{ij} \) of each layer. By adjusting the weight value, the error \( E \) can be changed, so that the adjustment amount of the weight value is proportional to the gradient decrease of the error, namely,

\[
\Delta w_{jk} = -\eta \frac{\partial E}{\partial w_{jk}}, \quad k = 1, 2, \ldots, l, \quad j = 1, 2, \ldots, m,
\]

\[
\Delta v_{ij} = -\eta \frac{\partial E}{\partial v_{ij}}, \quad i = 1, 2, \ldots, n, \quad j = 1, 2, \ldots, m.
\]

In the above formula, the minus sign indicates gradient descent. The constant \( \eta \in (0, 1) \) is a scale factor, which reflects the learning rate. Surely, the BP algorithm belongs to the \( \sigma \) learning rule.

Equations (10) and (11) only express the idea of adjusting the weights mathematically. The calculation formula derivation of the weight adjustment of the three-layer BP algorithm is as follows. It is assumed that in all the derivation processes, there is \( j = 0, 1, 2, \ldots, m \), \( k = 1, 2, \ldots, l \) for each output layer and \( i = 0, 1, 2, \ldots, n \), \( j = 1, 2, \ldots, m \) for each hidden layer. For the output layer, equation (10) can be written as

\[
\Delta w_{jk} = -\eta \frac{\partial E}{\partial w_{jk}} = -\eta \frac{\partial E}{\partial \text{net}_k} \frac{\partial \text{net}_k}{\partial w_{jk}}.
\]

Equation (11) can be written as

\[
\Delta v_{ij} = -\eta \frac{\partial E}{\partial v_{ij}} = -\eta \frac{\partial E}{\partial \text{net}_j} \frac{\partial \text{net}_j}{\partial v_{ij}}.
\]

We define an error signal for the output layer and the hidden layer:

\[
\delta_k = \frac{\partial E}{\partial \text{net}_k}
\]

\[
\delta_j = -\frac{\partial E}{\partial \text{net}_j}
\]

Comprehensive application of formulas (2) and (14): the weight adjustment formula of (12) can be rewritten as
\[ \Delta w_{jk} = \eta \delta^o_k y_j, \quad (16) \]

Comprehensive application of formulas (4) and (15): the weight adjustment formula of (13) can be rewritten as
\[ \Delta v_{ij} = \eta \delta^k_j x_i, \quad (17) \]

Calculate the error signals \( \delta^o_k \) and \( \delta^j_j \) in formulas (14) and (15); then, the calculation and derivation of the weight adjustment amount are also completed.

The output layer \( \delta^o_k \) can be expanded to
\[ \delta^o_k = -\frac{\partial E}{\partial o_k} = -\frac{\partial E}{\partial o_k} \frac{\partial o_k}{\partial net_k} = -\frac{\partial E}{\partial o_k} f'(net_k). \quad (18) \]

The hidden layer \( \delta^j_j \) can be expanded to
\[ \delta^j_j = -\frac{\partial E}{\partial net_j} = \frac{\partial E}{\partial y_j} \frac{\partial y_j}{\partial net_j} = \frac{\partial E}{\partial y_j} f'(net_j). \quad (19) \]

Next, according to formulas (18) and (19), find the partial derivative of the network error to the output of each layer:
Output layer: using equation (7), the partial derivative can be obtained:
\[ \frac{\partial E}{\partial o_k} = -(d_k - o_k). \quad (20) \]

Hidden layer: using equation (8), the partial derivative can be obtained:
\[ \frac{\partial E}{\partial y_j} = -\sum_{k=1}^{l} (d_k - o_k) f'(net_k) w_{jk}. \quad (21) \]

Substituting the above results into formulas (18) and (19), and applying equation (4), \( f'(x) = f(x) [1 - f(x)] \), we obtain
\[ \delta^o_k = (d_k - o_k) o_k (1 - o_k), \quad (22) \]
\[ \delta^j_j = \left[ \sum_{k=1}^{l} (d_k - o_k) f'(net_k) w_{jk} \right] f'(net_j) \]
\[ = \left( \sum_{k=1}^{l} \delta^o_k w_{jk} \right) y_j (1 - y_j). \quad (23) \]

Substituting equations (22) and (23) into equations (16) and (17), the calculation formula for the weight adjustment of the BP learning algorithm of the three-layer perceptron can be obtained:
\[ \Delta w_{jk} = \eta \delta^o_k y_j = \eta (d_k - o_k) o_k (1 - o_k) y_j, \]
\[ \Delta v_{ij} = \eta \delta^k_j x_i = \eta \left( \sum_{k=1}^{l} \delta^o_k w_{jk} \right) y_j (1 - y_j) x_i. \quad (24) \]

(3) Vector form of BP learning algorithm
Output layer: assuming \( Y = (y_1, y_2, \ldots, y_m)^T, \delta^o = (\delta^o_1, \delta^o_2, \ldots, \delta^o_m)^T \), the weight matrix adjustment from the hidden layer to the output layer is
\[ \Delta W = \eta (\delta^o Y^T)^T. \quad (25) \]

Hidden layer: assuming \( X = (x_1, x_2, \ldots, x_n)^T, \delta^j = (\delta^j_1, \delta^j_2, \ldots, \delta^j_j)^T \), the weight matrix adjustment from the input layer to the hidden layer is
\[ \Delta V = \eta (\delta^j X^T)^T. \quad (26) \]

According to formulas (25) and (26), in the BP learning algorithm, the adjustment formula of the weights of each layer is identical in the same form. They all require three factors, the learning rate \( \eta \), the error signal \( \delta \) output by this layer, and the input signal \( Y \) (or \( X \)) of this layer. The error signal of each hidden layer is related to the error signal of each previous layer, and it is transmitted from the output layer and back to the input layer.

3.3. Determination of Input Variables and Output Variables

3.3.1. Input Dimensionality Reduction. For image data, adjacent pixels are highly correlated, so the input data is somewhat redundant. Suppose a 16 x 16 grey value image is processed. The input is a 256-dimensional vector \( x \in R^{256} \), where the feature value \( x_i \) corresponds to the brightness value of each pixel. Because of the correlation between adjacent pixels, the input vector needs to be converted into an approximate vector with a lower dimension. At this time, the error is very small, which does not affect the processing result, but the amount of calculation is greatly reduced.

Principal Component Analysis (PCA) is a statistical analysis method to identify the main contradictions of things. The purpose of calculating the principal component is to find \( r (r < n) \) new variables. Each new variable is a linear combination of the original \( n \) variables. They reflect the influence of the original \( n \) variables, and these new variables are uncorrelated.

3.3.2. Preprocessing of Input and Output Data. Scale normalisation is a linear transformation. It readjusts the value of each input component of the data. These dimensions may be independent of each other. Ensure that the final data vector falls within the interval \([0, 1]\) or \([-1, 1]\). The pixel values obtained when processing natural images are in the range \([0, 255]\). A common process is to divide these pixel values by 255 to scale them to \([0, 1]\). Transform the input and output data to the value of the interval \([0, 1]\):
\[ x_i' = \frac{x_i - x_{\min}}{x_{\max} - x_{\min}}, \quad (27) \]
where $x_i$ represents the input or output data, $x_{\text{min}}$ represents the minimum value of the data change, and $x_{\text{max}}$ represents the maximum value of the data change range.

If the input or output data is converted to a value in the range $[-1, 1]$, the following conversion formulas are commonly used:

$$x_{\text{mid}} = \frac{x_{\text{max}} + x_{\text{min}}}{2}$$

$$x'_i = \frac{x_i - x_{\text{mid}}}{1/2(x_{\text{max}} - x_{\text{min}})}$$

$x_{\text{mid}}$ represents the middle value of the data change range. After changing according to the above transformation, the intermediate value of the original data is converted to zero. The maximum value is converted to 1, and the minimum value is converted to $-1$.

### 3.3.3. Training Sample Set

The laws in neural network training can be extracted from the samples. Therefore, a high-quality data sample set is an important and critical step. The selection of samples should not only be representative, but also eliminate invalid data and erroneous data. At the same time, we must unify the sample category and sample size. Normally, if the number of training samples is large, the training results will more accurately reflect their internal laws. However, when the number of samples reaches a certain upper limit, it is more difficult to improve the accuracy of the network. Generally, the number of training samples is 5–10 times the total number of network connection weights.

### 3.4. BP Network Structure Design

Through training samples, the number of nodes in the input and output layers of the network can be determined. The structural design of the BP network is mainly used to determine the number of hidden layers, the number of nodes in each hidden layer, and the neuron activation function of each node.

 Determination of the number of hidden layers: according to theory, if a feedforward network has a single hidden layer when designing a multilayer BP network, it will first consider designing only one hidden layer. When there are too many hidden nodes in a hidden layer and the network performance cannot be improved, the second hidden layer will be considered.

 Determining the number of hidden layer nodes: the role of hidden layer nodes is to extract internal laws from samples and store them. The commonly used empirical formulas for determining the number of hidden nodes are as follows:

$$m = \sqrt{n + l + a},$$

$$m = lbn,$$

$$m = \sqrt{n}l.$$ \hspace{1cm} (29)

In the above formula, $m$ is the number of hidden layer nodes and $n$ is the number of input layer nodes. $l$ is the number of nodes in the output layer, and $a$ is a constant between 1 and 10.

Approximation and generalisation considerations: the total number of weights and thresholds reflects the information capacity of the network. The “overdesign” of the number of hidden nodes may lead to “overfitting.” The noise in the sample is retained, but it reduces the generalisation ability. The above design uses a combination of experience and trial. The theoretical guidance of neural network design still needs to be improved. The research shows that the number of training samples $P$, the given training error $\epsilon$, and the network information capacity $n_w$ should meet the following matching relationship:

$$P = \frac{n_w}{\epsilon}.$$ \hspace{1cm} (30)

### 4. An Empirical Analysis of the Scientific Research Fund with BP Neural Network in Higher Education

In this study, six evaluation indicators—fixed assets, number of teaching and research instruments and equipment, amount of teaching and research instruments and equipment, number of large teaching and research equipment over 400,000, amount of large teaching and research equipment over 400,000, and number of books in libraries—are selected as input variables. Fixed assets, teaching and research equipment, and library collection are the tools used by students and teachers to acquire new knowledge and solve research problems, which are important in improving the quality of education and research. In addition, with the continuous improvement of the level of science and technology and the continuous acceleration of the process of informationisation in this era, teaching and research instruments and equipment are becoming much more advanced, playing an increasingly important role in conducting relevant teaching experiments. In 2018, China’s dual-class universities invested about 388.2 billion yuan in fixed assets, a total of 6.31 million pieces of teaching and research instruments, with an investment of about 126.6 billion yuan, of which more than 400,000 large teaching and research equipment of about 32.6 billion yuan, or 25.8% of the total investment in teaching and research equipment. The library collection was about 250 million books. Generally speaking, fixed assets, research instruments, and library collections comprise the infrastructure for teaching and research in universities, and they are also the basic requirements for the construction of China’s “double first-class” universities.

As study subjects, 72 colleges and universities among the “double first-class” colleges and universities in 2017 were selected, and the aforementioned indicators were used as network input, the number of scientific research activities was used as the network output, and the number of implicit layer nodes was determined according to the empirical formula of the number of implicit nodes, thus forming a 6-3-1 neural network structure. The BP neural network is created using the software $R$, and weights and thresholds are determined using correlation functions. The minimum-maximum normalisation method is used to normalise the
sample indicator data with the total score, and the neural net function is used to create the forward network to achieve an arbitrary mapping of the neural network from input to output. The algorithm for computing the neural network is rprop+, the incentive function from the input layer to the implicit layer is Tansig, the incentive function from the implicit layer to the output layer is Purelin, the learning rate is set to 0.01, and the number of neurones in the implicit layer is 3. The stop queue for the error function is 0.001, the maximum number of iterative training allowed is 100000, and the number of training sessions is 1000. Set the error performance index of network convergence as MSE (mean square error); the set output mode is linear output, and the default value is selected for all other parameters. By default, the algorithm used in the neural net function is based on elastic backpropagation with upweighted regression and an additional modification of either the learning rate associated with the minimum absolute gradient or the minimum learning rate itself.

The colleges in the sample in 2017 are divided into training and test sets, and the constructed neural network is shown in Figure 1. X1 is a fixed asset. X2 is the number of teaching and research instruments and equipment. X3 is the amount of teaching and research equipment. X4 is the number of large-scale teaching and research equipment. X5 is the amount of large-scale teaching and research equipment. X6 is the number of books in libraries. Y is the funding for scientific research activities.

The maximum step of training the neural network was 88143. When this value is reached, the training process of the neural network stops. Specify the threshold value of the partial derivative of the error function, which is the stop threshold of the error function, to reach 0.00098. The error rate of this neural network model was 0.07809. The black line (the line starting from the input node) shows the connection between each layer and the weight on each connection, while the blue line (the lines start from the deviation nodes distinguished by 1) shows the deviation added at each step. It can be considered that the deviation is the intercept of the linear model. The deviation of the first node of the hidden layer was 1.68549. The deviation of the second node of the hidden layer was 16.14033. The deviation of the third node of the hidden layer was −4.87729. The deviation of the output layer node was 1.45841. The specific values of the weights between the nodes of each layer are shown in Table 1.

From Table 1, the weights of the first node of the hidden layer have a greater impact on the indicator of the number of teaching and research equipment and the indicator of the number of large teaching and research equipment, both of which play an inhibitory role. The weights for the second node of the hidden layer have a greater impact on the number of teaching and research equipment, which is a facilitator, and the number of books in libraries, which is disincentive. The weights of the third node of the hidden layer have a greater impact on the number of teaching and research equipment indicators and the number of teaching and research equipment indicators, with the former acting as an inhibitor and the latter as a facilitator. The relationship between the hidden layer and the output layer has a greater impact on the third and first nodes.

The MSE of the neural network with a value of 65113098 is significantly smaller than that of the linear regression model with a value of 1723270943, which indicates that the neural network model is better. Furthermore, it is possible to predict the funding for higher education research activities of “double-first-class” universities through a neural network evaluation model. As long as the data of those indicators are collected for a certain university in a certain year, it is possible to predict the approximate range of funding for scientific research activities of that university, which provides an effective reference for the funding of college education in China.
5. Summary

In the current context of the creation of world-class universities and disciplines in China, this paper examines the investment of research funds at universities. Six variables were selected as evaluation indicators from the perspective of fixed assets, teaching configuration and research equipment, and the number of books in libraries, and the data of 72 universities from 2013 to 2017 were analysed. The MSE is 651133098 for the neural network and 1723270943 for the regression model, which proved that the neural network model is more effective than the regression model. The theoretical model can be applied to practice, and the findings show that it is possible to modify and predict the investment strategy of the scientific research expenses of universities through adjusting the six indicators, which provides an effective reference for the construction of “world-class” universities and disciplines.

Appendix

A. Neural Network Algorithm

library ("neuralnet")

#Load package
set.seed (1)
max_data <- apply (data, 2, max)
min_data <- apply (data, 2, min)
data_scaled <- scale (data, center = min_data, scale = max_data-min_data)

#The function scale is a general function for data standardization, the default method is to center or scale the columns of a numeric matrix.
index = sample (1:nrow (data), round (0.70*nrow (data)))

#70% of the data is used to train the neural network, and the remaining 30% is used to test the neural network.
train_data <- as.data.frame (data_scaled [index,])
test_data <- as.data.frame (data_scaled [-index,])

net_data = neuralnet (f, data = train_data, hidden = 3,threshold = 0.001,learningrate = 0.01,linear.output = T)

#Using neural networks to make predictions.
net_data$result.matrix
plot (net_data)
predict_net_test <- compute (net_data, test_data [, 1:6])
predict_net_test_start <- predict_net_test$net.result *(max (data$Y)+min (data$Y))+min (data$Y)

MSE.net_data <- sum ((test_start-predict_net_test_start)^2)/nrow (test_start) #Define the mean square error formula.

Regression_Model <- lm (Y~.,data = data)

#Establish a linear regression model to understand the accuracy of neural network predictions.

summary (Regression_Model)
test <- data [-index,]
predict_lm <- predict (Regression_Model, test)
MSE.lm <- sum ((predict_lm-test$Y)^2)/nrow (test)
MSE.net_data

#Calculate the MSE value of the neural network
MSE.lm

#Calculate the MSE value of the regression model

Table 1: Weight table of neural network of university samples in 2017.

<table>
<thead>
<tr>
<th></th>
<th>Hidden layer first node</th>
<th>Hidden layer second node</th>
<th>Hidden layer third node</th>
<th>Output layer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed assets</td>
<td>2.053567</td>
<td>-12.80568</td>
<td>5.744475</td>
<td>—</td>
</tr>
<tr>
<td>Number of teaching and research equipment</td>
<td>-2.144015</td>
<td>80.63330</td>
<td>-12.48698</td>
<td>—</td>
</tr>
<tr>
<td>Amount of teaching and research equipment</td>
<td>0.3614817</td>
<td>-48.25442</td>
<td>7.784177</td>
<td>—</td>
</tr>
<tr>
<td>Number of large-scale teaching and research equipment</td>
<td>1.471630</td>
<td>-6.008896</td>
<td>-5.223469</td>
<td>—</td>
</tr>
<tr>
<td>Amount of large-scale teaching and research equipment</td>
<td>-3.292561</td>
<td>-1.974632</td>
<td>0.098747</td>
<td>—</td>
</tr>
<tr>
<td>Number of books in libraries</td>
<td>0.425100</td>
<td>-54.858887</td>
<td>7.023750</td>
<td>—</td>
</tr>
<tr>
<td>Hidden layer first node</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>-2.389628</td>
</tr>
<tr>
<td>Hidden layer second node</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.4314989</td>
</tr>
<tr>
<td>Hidden layer third node</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>11.68560</td>
</tr>
</tbody>
</table>
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