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A test procedure optimization method was proposed in this paper to improve the test efficiency of the industrial robot servo
system (IRSS) to be tested on the IRSS integrated testing platform (IITP). First, an ordered sequence was used to define the IRSS
test project when tested on the IITP. -e ordered sequence consisted of execution subelements, which were a combination of
control variable parameters of the IITP. Second, the optimization relationships among the IRSS test projects were dug out
according to the IRSS test project sequences. Finally, by using the traveling salesmen problem (TSP), an optimization model was
established based on the optimization relationships of the IRSS test projects, and the optimal test order of the IRSS test projects to
be tested on the IITP was obtained by solving the model. A case analysis showed that the proposed method optimized the test
procedure on the IITP effectively, and the test time when implementing the test on the IITP according to the optimized order was
nearly 50% shorter than before optimization. -e optimization effect was thus found to be significant.

1. Introduction

-e industrial robot servo system (IRSS) is the execution
unit that enables industrial robots to complete their assigned
tasks and constitutes the core component of industrial ro-
bots [1].-emovement speed, positioning accuracy, bearing
capacity, and operation performance of industrial robots are
directly affected by the IRSS [2]. Moreover, accurate, rapid,
and reliable testing of the performance of the IRSS is ex-
tremely important for improving the performance of in-
dustrial robots. In recent years, IRSS testing technology has
gradually become mature, and it becomes a major trend to
design an integrated testing platform for various testing
projects. Zhu et al. [3] designed a test platform to accomplish
the IRSS operating characteristics, including both steady
state and dynamic state. Guo et al. [4] developed a platform
to test the performance of IRSS accurately, reliably as well as
conveniently. In addition, with the IRSS specific perfor-
mance testing requirements, the functions of the test plat-
form are further enriched. Yang et al. [5] designed dynamic
tracking performance test on the test platform. Wang et al.

[6] introduced an accelerated degradation test on the IRSS
test platform. George et al. [7] designed and developed an
automated test platform for IRSS at room temperature as
well as at elevated temperatures. With the improvement of
the integration of the IRSS test platform, problems related to
the integration become more and more prominent. Sidhom
et al. [8] proposed a higher-order sliding mode differentiator
with dynamic gains to increase the test accuracy of the test
platform. Zhang et al. [9] and Luo et al. [10] addressed to
automation of the IRSS platform. Cheng et al. [11] propose a
simulation platform to address the complex, costly, and
tedious test process of servo systems.

In the previous research, we combed the existing IRSS
test standards and technical requirements according to the
test requirements of the IRSS and formed the IRSS test
projects as shown in Figure 1. We then built an integrated
testing platform on which to realize all the IRSS test projects,
as shown in Figure 2. -e IRSS integrated testing platform
(IITP) can be used to conduct a comprehensive test for the
IRSS and address the inefficiency caused bymultiple projects
being tested on different platforms. However, due to the
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large number of IRSS test projects being tested on the IITP,
as well as the time-consuming nature of doing so, low testing
efficiency remains an issue. Modular experimental designs
[12] have been applied to parts of the IRSS test projects based
on the IRSS test standard and technical requirement, as seen
in Figure 1 as a modular test. For example, the no-load test of
a modular test on the IITP can test four test projects: no-load
current, no-load voltage, no-load power, and no-load speed.
However, the efficiency remains nonideal, for there are still
too many IRSS test projects that cannot be tested modularly.

We found that the test process of IRSS test projects on
the IITP involves changing the control variables of the IITP
and that some steps of the test process of IRSS test projects
shared the same control variable parameters on the IITP.
Based on this finding, we propose a test procedure opti-
mization method for the IRSS being tested on the IITP. -e
novelty of the proposed method is that we find out a method
to dig out the optimization relationships between IRSS test
projects when tested on the IITP, and then we establish an
optimization model based on this finding to get the optimal
test order of the IRSS test projects to be tested on the IITP,
which results in shortening the test time on the IITP.

-e main contributions of this paper are the following:

(i) A method that uses an ordered sequence to define the
IRSS test project is proposed according to the rela-
tionship between IRSS test projects and the control

variable parameters on the IITP. -e ordered se-
quence defining the IRSS test projects is formed by the
execution subelements of IITP, which is the combi-
nation of IITP control variable parameters.

(ii) A method to shorten the test time by sharing the
same IITP execution subelements among the IRSS
test project sequences is discussed. -e directed
operation symbol “∩” is proposed to perform in two
IRSS test project sequences while they were tested
one after another. Two optimization relationships
between IRSS test projects when tested on the IITP
are identified by the “∩” operation, namely, the
merger optimization relationship and the sequence
optimization relationship.

(iii) -e optimization problem of the test order of the
IRSS test projects on the IITP is considered in the
framework of the TSP, with a fixed starting point
and ending point whose aim is to seek the shortest
path through all cities. An optimization model is
established, and the optimal test order with the
shortest test time of the IRSS tested on the IITP is
obtained by solving the model.

-e remainder of this paper is organized as follows. In
Section 2, an overview of the TSP and its applications and
solutions is presented. In Section 3, the method of using an
ordered sequence to define the IRSS test projects is proposed.
In Section 4, the optimization relationships of the IRSS test
projects based on the ordered sequence definition are pre-
sented. In Section 5, the IRSS test procedure optimization
method, including the establishment of and solution to the
model are introduced. In Section 6, an application case is used
to verify the effectiveness of the proposed optimization
method. In Section 7, the conclusion is presented.

2. An Overview of the TSP and Its Applications
and Solutions

-e TSP is based on a scenario including a salesman and n
cities, in which the salesman must find the shortest path
through all the cities [13]. Given a set of n cities {C1, C2, . . .,
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Figure 1: IRSS test projects of the IITP.

Figure 2: IRSS integrated testing platform (IITP).
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Cn}, with dij denoting the distance between city Ci and Cj, the
TSP requires the Hamilton circle with the shortest distance
through all the cities to be found. -e decision variables are
introduced as follows:

hij �
1, if the salemen travelCj after Ci,

0, others.
􏼨 (1)

-e objective functions can be derived as follows:

minZ � 􏽘
n

i,j�1
hijdij. (2)

-e TSP is a classical combinatorial optimization
problem, which is often used as a reference to model
practical problems. Yang et al. [14] formulated the path-
planning problem of goods transportation as a TSP. Wei
et al. [15] established the mathematical model of image-
stitching based on the TSP. In addition to the basic model
described above, there are many variants of the TSP, such as
the TSP with drone [16], asymmetric TSP [17], multiple TSP
[18], and colored TSP [19]. On the basis of the original
model, some constraints were added to the variants to make
them more suitable for modeling the practical problems.
Shahmanzari et al. [20] referred to the election logistical
problem as the roaming salesman problem, which can be
characterized as a combination of the traditional periodic
TSP and the prize-collecting TSP, with static arc costs and
time-dependent node rewards. Aifadopoulou et al. [21]
transformed the route optimization problem of the reba-
lancing vehicle into the one-commodity pickup and delivery
capacitated TSP. Delle et al. [22] modeled the track routes for
leaf collecting in the city as an asymmetric TSP, and by
solving the model, 10–15% of the cost was cut down, with the
consequence of reduced time, vehicle use, and fuel
consumption.

-e TSP and its variants are well-known NP-hard
problems, whose difficulty to solve increases exponentially
with the increase in the number of cities [23]. Solving the
TSP and its variants has thus received attention from
thousands since they were first proposed. -e solutions to
the TSP and its variants can be divided into deterministic
and approximate solutions. Deterministic solutions to the
TSP and its variants, such as cutting plane [24], branch and
bound [25], and branch and cut [26] solutions, are unat-
tractive due to the large amount of computation that they
require.-e approximate solutions to the TSP have attracted
more attention due to their high solving efficiency and easy
implementation. Intelligent search algorithms, one class of
approximate solution to the TSP, have become a hotspot of
research on TSP solutions in recent years as part of the
growing interest in artificial intelligence. Kucukoglu et al.
[27] introduced a new and effective hybrid simulated
annealing/tabu search algorithm to solve the ETSPTW-
MCR problem, and the proposed algorithm was capable of
finding efficient and more realistic route plans for electric
vehicles in computational studies. Liu et al. [28] proposed a
niching particle swarm optimization algorithm based on

Euclidean distance and hierarchical clustering for multi-
modal optimization and applied it to solve the TSP. Mitra
et al. [29] reinterpreted the data compression problem as a
TSP and introduced a modified ant colony algorithm in
combination with a mutation operator to resolve the
problem. Moreover, new intelligent search algorithms, such
as the spider algorithm [30], chicken swarm optimization
[31], and whale optimization algorithm [32], have also been
used to solve the TSP and its variants.

3. An Ordered Sequence Description of IRSS
Test Projects on the IITP

In our previous research, we found that the test of the IRSS
test projects on the IITP are implemented by changing the
parameters of the IITP control variables. -e key IITP
control variables relating to the IRSS testing are state of the
IRSS being tested, state of the loading system, state running
time, and acquisition of instrument/sensor signal. For ex-
ample, when implementing load test, the operation process
on IITP is as follows:

(i) -e IITP starts the instrument/sensor to sample at a
certain sampling frequency, controls the state of the
IRSS being tested to reach its rated speed, and
controls the state of the loading system to reach the
rated load of the IRSS being tested.

(ii) -e IITP then triggers the state running time when
the state of the IRSS being tested and the state of the
loading system are satisfied for testing; the timing is
30min.

(iii) -e corresponding instrument/sensor signal values
are obtained by the time node of the completion of
the state running time, and the performance indexes
of the IRSS test projects are calculated in the
background.

-e process above shows that the test process of the load
test can be defined by the combination of three control
variables, including the state of the IRSS being tested, the
state of the loading system, and the state running time. In
order to determine the optimization relationship, we use
code to define different parameters of the two control
variables: the state of the IRSS being tested and the state of
the loading system, respectively, as shown in Table 1. Hence,
the test process of each IRSS test project can be defined by
the combination of the parameter codes of the IITP control
variable. In addition, some of the test process of the IRSS test
projects have one step, and only one combination should be
used to define this kind of IRSS test project, such as a no-load
test is defined by (I1, L0, 30) and a load test by (I1, L1, 30). By
contrast, some of the test process of the IRSS test projects
have more than one step, and more than one combination
should be used to define them; for example, the locked-rotor
test is defined by (I2, L3, 5) (I2, L4, 1) orderly. Moreover, we
take the combination of IITP control variable parameters as
execution subelements of the IITP and use the ordered
sequence of these subelements to define the test process of
each IRSS test project on the IITP.

Complexity 3



Let xi be the subelement of the IITP, and it is the
combination of three control variable parameters, that is, xsi
representing the state of IRSS being tested, xli representing
the state of loading system, and xti representing the state
running time. Let X be the set of m IITP execution
subelements:

X � xi|xi � xsi, xli, xti( 􏼁, i ∈ (1, m)􏼈 􏼉, (3)

where xsi and xli are the code of the IITP control variable
parameters as shown in Table 1; xti, which represents the
state running time, is defined as the greatest common
divisor of the time of the combinations that have the same
xsi and xli. -at is, the combinations with the same xsi and
xli are treated as one IITP execution subelement, and xti of
this element is the greatest common divisor of the time of
all these combinations. For example, the efficiency test
can be defined by the combination of (I1, L1, 60), and the
speed fluctuation coefficient can be defined by (I1, L1, 10).
-erefore, we can form an IITP execution subelement
xj = (I1, L1, 10), where xtj = 10, and the value 10 of xtj is the
greatest common divisor of 10 and 60. Consequently, the
efficiency test consists of six IITP execution subelement
xj, and then it can be defined by the ordered sequence of
xjxjxjxjxjxj. Similarly, the speed fluctuation coefficient
consists of one IITP execution subelement xj, and then it
is defined by sequence of xj.

Let Y be the set of n IRSS test projects. Each IRSS test
project yi can be described by the ordered sequence
consisting of IITP execution subelements in the set X.
-erefore, it can be derived from above that the test time
of each IRSS test project can be determined by the state
running time parameter of the subelements in the or-
dered sequence. Let N (yi, xj) represent the number of
IITP execution subelements xj in the ordered sequence yi.
We can thus obtain the test time of yi by the following
formula:

t yi( 􏼁 � 􏽘
m

j�1
N yi, xj􏼐 􏼑xtj. (4)

4. Optimization Relationships of the IRSS Test
Projects on the IITP

Describing the IRSS projects with an ordered sequence of
IITP execution subelements intuitively demonstrates that
some of the IRSS test project sequences have the same IITP
execution subelements. When testing multiple IRSS test
projects on the IITP, if these same execution subelements of
the IRSS test project sequences can be shared, the test time of
the IRSS on the IITP can be optimized, which is the basis of
the optimization method proposed in this paper. First, it
must be decided whether the same execution subelements of
the IRSS test project sequences can be shared when tested on
the IITP. Since the IRSS test project sequence is ordered, the
execution subelements of the sequence should be imple-
mented on the IITP in a strict order determined by the
sequence so as to fulfill the test process of the IRSS test
project. -erefore, although the IRSS test projects have the
same IITP execution subelements, those execution subele-
ments may not necessarily be shared. Figure 3 shows an
example for those who have the same execution subelements
in the IRSS test project sequences, but the same execution
subelements cannot be shared in the test procedure on the
IITP. -e IRSS test projects in Figure 3 have the same ex-
ecution subelement x2, but to test yi, the execution sub-
element x3 should be implemented after x2 to complete the
test of yi, and no other execution subelement can be inserted
in the middle of the test sequence of yi. -is is similar for the
testing of yj. -erefore, the IRSS test project yi and yj cannot
share the execution subelement x2, even though it is the same
execution subelement in their test project sequences.

Based on the analysis above, we introduce a directed
operation symbol “∩,” by which yi∩ yj means searching for
the same execution subelement sequence as the sequence of
yi from the beginning of the sequence of yj, such that the end
of the sequence must cover the last execution subelement of
yi or yj; otherwise, yi∩ yj=∅. -e ordered sequence obtained
from the operation “∩” of the two test project sequences is
that whose execution subelements can be shared in the test
procedure of these two test projects tested on the IITP. Two
optimization relationships between the IRSS test project

Table 1: -e codes and definitions of the parameters of control variables on the IITP.

Control
variables -e codes and definitions of the parameters of control variables

State of IRSS
being tested

I0 I1 I2 I3 I4 I5

Stop Rated
speech

Rated speech
(reverse rotation)

Maximum
allowable speed

120%

Linear increase
to rated speed

Rated speech
decreases linearly to

0
I6 I7 I8 I9 I10 I11

Maximum working
speed

Stop after
rated speed

Linear increase to
start-up Step signal Chirp signal Sine wave frequency

conversion signal
I12

Linear increase to speed
change of load system

State of
loading system

L0 L1 L2 L3 L4 L5
No-load output Rated

torque
Continuous locked

torque Peak locked torque Linear load to
rated torque

Linear increase to
maximum torque

4 Complexity



sequences are determined according to the operation “∩”:
the merger optimization relationship and the sequence
optimization relationship, respectively, as shown in Figure 4.

4.1. -e Merger Optimization Relationship. -e merger
optimization relationship means that one IRSS test project
sequence contains the sequence of another IRSS test project.
As is shown in Figure 4(a), the IRSS test project sequence yk
contains the sequence of yl. Let yk be the containing test
project and yl be the contained test project. -e calculation
result of “∩” of yk and yl is thus as follows:

yk ∩yl � x2x2x3 � yl;

yl ∩yk � ∅.
(5)

As can be seen from formula (5), when two IRSS test
project sequences yi and yj have the calculation result of
yi∩ yj= yj, we say that yi and yj have the merger optimization
relationship and that yi is the containing test project, while yj
is the contained test project. When two IRSS test projects
have the merger optimization relationship, the performance
indexes of these two test projects can be obtained from one
containing test project implemented on the IITP. Hence, the
test time of these two test projects on the IITP can be
shortened to that of the containing test project.

4.2. -e Sequence Optimization Relationship. -e sequence
optimization relationship means that there are the same
sequences between the end of one IRSS test project sequence
and the front of another IRSS test project sequence. As
shown in Figure 4(b), the execution subelement sequence
x3x4 at the end of IRSS test project sequence yg is the same as
that at the front of yh. Let yg be the front test project and yh
be the end test project.-e calculation result of “∩” of yg and
yh is thus as follows:

yg ∩yh � x3x4;

yh ∩yg � ∅.
(6)

As can be seen from formula (5), when two IRSS test project
sequences yi and yj have the calculation result of yi∩ yj≠∅, we
say that yi and yj have the sequence optimization relationship
and that yi is the front test project, while yj is the end test project.
When two IRSS test project sequences have the sequence op-
timization relationship, the execution subelement sequence

obtained by the calculation of “∩” of these two test project
sequences can be shared when implementing the test of the
front test project first and then the end test project on the IITP.
-erefore, the test time of these two IRSS test projects on the
IITP can be reduced by the test time of that of the execution
subelement sequence they shared.

5. IRSS Test Procedure Optimization Method
on the IITP

-e IRSS test procedure optimization method on the IITP
proposed in this paper is to establish an optimization model
based on the optimization relationships of the IRSS test
project sequences introduced above and to obtain an optimal
test order of the IRSS test projects to be tested on the IITP by
solving the model.

5.1.-e Establishment of the OptimizationModel of IRSS Test
Procedure on the IITP. For an IRSS with n test projects to be
tested on IITP, there are n! test orders. In addition,
according to the optimization relationships derived from last
section, for a certain test order L, the test time is calculated as
follows:

t(L) � 􏽘
n

i�1
t yi( 􏼁 − 􏽘

n−1

i�1
t[L(i)∩L(i + 1)], (7)

where L (i) represents the IRSS test project ranking i in the
test order L. As can be seen from formula (7), when the
test order is determined, the test time on the IITP is the
total test time of all the IRSS test projects minus the sum of
the optimized test time of every two ordered test projects
in the test order. -erefore, the aim of the optimization of
IRSS test procedure on the IITP is to find a test order to
obtain the shortest test time, that is, to minimize formula
(7).

In order to further explore the relationship between the
test order and the test time, a sequential test time expression
is defined to express the test time of the test project yj after
the execution of another test project yi, as follows:

sij � t yi⟶ yj􏼐 􏼑 � t yj􏼐 􏼑 − t yi ∩yj􏼐 􏼑. (8)

As can be seen from formula (8), when testing yj after yi
on the IITP, the test time of yj is the original test time of yj
minus the test time of the sharing execution subelement
sequence of the two test projects.

Here, a virtual test project y0 is introduced as the starting
and ending test project of the test procedure; that is, it ranks
first and last in the test order. -e test project sequence of y0
is empty. Hence, according to the definition of operation
“∩,” for every arbitrary test project sequence yk, there are
expressions as follows:

t y0( 􏼁 � 0;

t y0 ∩yk( 􏼁 � t yk ∩y0( 􏼁 � 0.
(9)

In addition, according to formula (8), the following
expressions can be obtained:

IITP execution process: x1 x2 x2 x4 x5x3

x2 x4 x5x1 x2 x3

yi

yi

yj

yj

Figure 3: Schematic diagram of two IRSS test projects that cannot
share a test process on the IITP, even though they have the same
execution subelement in their test sequences.
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t y0⟶ yk( 􏼁 � t yk( 􏼁;

t yk⟶ y0( 􏼁 � 0.
(10)

-en, introducing the virtual starting and ending test
project y0 to the test order L which consists of n IRSS test
projects, and combining formulas (8) and (10), the test time
of the IRSS that is being tested in the test order L on the IITP
can be updated as follows:

t(L) � 􏽘
n

i�0
t[L(i)⟶ L(i + 1)] � 􏽐

n

i�0
si,i+1. (11)

As seen from formula (11), when the test order is deter-
mined, the test time is the sum of the test time of every two
ordered test projects in the test order being tested sequentially. If
taking each IRSS test project as a city and the test time of every
two test projects being tested sequentially on the IITP as the
path cost between two cities, the optimization problem of IRSS
procedure on the IITP can be transformed into the TSP, with
fixed starting and ending points, whose aim is to seek the
shortest path traversing all the cities. Figure 5 shows the cor-
responding relation between the TSP and the optimization
problem of IRSS test procedure on the IITP.

After relating the TSP and the optimization problem of
IRSS test procedure on the IITP, the optimization model of
IRSS test procedure on the IITP can be established according
to the objective function of the TSP which formulated as (1)
and (2). -en, we get the model expressed as follows:

min t(L) � 􏽘
n

i,j�1
xijsij. (12)

S.T

􏽘

n

i�1
xij � 1; j � 1, 2, . . . , n,

􏽘

n

j�1
xij � 1; i � 1, 2, . . . , n,

xij � 0, 1{ };

i � 1, 2, . . . , n;

j � 1, 2, . . . , n,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(13)

where formula (12) means that the aim of the optimization
problem of IRSS test procedure on the IITP is to find a test
order, according to which we tested on the IITP resulting in
the shortest test time. Formula (13) means that every IRSS
test project should be tested on the IITP and tested only
once. In formula (13), xij is the decision variables, whose
value is 0 or 1, and its expression is as follows:

xij �
1, yi⟶ yj,

0, else.
􏼨 (14)

5.2. -e Solution to the Optimization Model of IRSS Test
Procedure on the IITP. As mentioned above, there are n! test
orders with n IRSS test projects to be tested on the IITP; that
is, the solving scale of the optimizationmodel of the IRSS test
procedure on the IITP will increase exponentially with the
number of the IRSS projects to be tested. Similar to the TSP,
it is also an NP-hard problem. We use the simulated
annealing (SA) algorithm [33] to solve the optimization
model in this paper. -e pseudocode of SA algorithm is as
follows (Algorithm 1):

-e pseudocode of the SA algorithm shows that the
algorithm includes two cycles: an inner cycle and an outer
cycle. -e inner cycle accepts the new solution according to
the metropolis probability criterion, as a result of that even
the suboptimal solution is likely to be accepted, thus ef-
fectively breaking out of the local optimal solution. More-
over, the outer cycle simulates the annealing process, with
which the probability of accepting a suboptimal solution
decreases, meaning that the solution obtained in each
annealing process can converge, leading to the optimal
solution. -e inner and outer cycle solution mechanisms
ensure that the solution obtained by the SA algorithm has a
high probability of being the global optimization.

-ere are three key design points when using the SA
algorithm to solve the optimization model of IRSS test
procedure on the IITP: the generation of an initial solution
and a new solution, the determination of the fitness of the
solution, and the acceptance rules of the new solution. -ese
three key design points are introduced as follows:

x1 x1 x2 x2 x3

x1 x1 x2 x2 x3 x4

x4 x2 x2 x3

x2 x2

yk

yk

yl

x3

IITP execution process:

yk∩yl

yl

(a)

x4

yg

yg

yh

yh

x1 x2 x2 x3

x1 x2 x5 x2 x3x2 x3

x4 x3 x4 x5 x5 x3

x3 x4

IITP execution process:

yg∩yh

(b)

Figure 4: Two optimization relationships between the IRSS test project sequences: (a) the merger optimization relationship; (b) the
sequence optimization relationship.
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(i) Generation of an initial solution and a new so-
lution: the solution of the optimization model of
IRSS test procedure on the IITP is the test order of
IRSS test projects to be tested on the IITP. -e SA
algorithm is not sensitive to the initial solution,
that is, whether the optimal solution obtained or
not is not related to the initial solution. -erefore,
when solving the optimization model, the initial
solution L0 is thus the input order of IRSS test
projects to be tested. Moreover, the generation of
a new solution Lnew is to randomly select two test
projects in the current solution Lcurrent and to
exchange their positions in Lcurrent. Figure 6
shows the generation process of new solution
Lnew.

(ii) Determination of the fitness of solution: the fit-
ness of solution refers to whether the solution is
good or bad, which is judged in the solving
process of the optimization model of IRSS test
procedure on the IITP by whether the test time
obtained by testing according to test order of the
solution is short or long. -e shorter test time the
solution gets, the better the solution is. -erefore,
the fitness of the solution can be determined by
formula (11).

(iii) Acceptance rules of the new solution: when the new
solution Lnew generated, it is accepted according to
the metropolis probability criterion. -e specific
steps are as follows:

(a) If t (Lnew)− t (Lcurrent)< 0, that is, the new so-
lution is better than the current one, the new
solution Lnew is accepted, and let Lcurrent � Lnew.

(b) If t (Lnew)− t (Lcurrent)≥ 0, that is, the new so-
lution is worse than the current one, then cal-
culate the state transition probability by the
following formula:

PT Lcurrent⟶ Lnew( 􏼁 � exp
− t Lnew( 􏼁 − t Lcurrent( 􏼁( 􏼁

Tk

􏼠 􏼡.

(15)

(c) Randomly select a number r from a uniformly
distributed interval of (0, 1). If PT < r, the new
solution Lnew is accepted, and let
Lcurrent � Lnew. Otherwise, the new solution is

discarded, and the original current solution is
retained for the next iteration.

-e solution of the optimization model of IRSS test
procedure on the IITP based on the SA algorithm can be
designed according to the three key design points introduced
above, and the optimal test order for IRSS test projects to be
tested on the IITP would be obtained by solving the opti-
mization model. Figure 7 shows the flowchart of solving the
optimizationmodel of IRSS test procedure on the IITP based
on the SA algorithm.

6. Case Analysis

In this section, the method proposed in the paper is applied
to test procedure optimization of an IRSS in the develop-
ment phase on the IITP. -ere are three IRSSs being tested,
each with the same test projects, namely, a ripple torque
coefficient, a speed fluctuation coefficient, a positive and
negative slip, an electrical time constant, a safety test, a no-
load test, a load test, a locked-rotor test, a temperature-rise
test, an overspeed test, and an efficiency test, with total of 11
IRSS test projects. All the IRSS test projects above can be
tested on the IITP.

First, seven execution subelements are constructed
according to the relationship between the IRSS test projects
to be tested and the control variables on the IITP as follows:

X �

x1

x2

x3

x4

x5

x6

x7

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

�

I0 L0 30min

I1 L0 5min

I2 L0 5min

I3 L0 2min

I1 L1 10min

I1 L2 5min

I1 L3 1min

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (16)

Second, the ordered sequence of the IRSS test projects
are defined according to the seven execution subelements, as
shown in Table 2. In Table 2, if each IRSS test project is tested
without optimizing the test procedure on the IITP, the test
time of one IRSS is 273min, and the total test time of the
three IRSSs is 819min. -e test time is thus too long to meet
the urgent testing needs in the development phase.

Finally, the SA algorithm is adopted to solve the opti-
mization model. -e initialization parameters of the SA

The TSP

Cities

The path cost
between two cities

The optimization problem of the IRSS
test procedure on the IITP

IRSS test projects

The time cost when two IRSS test
projects tested on IITP sequentially

Figure 5: Corresponding relation between the TSP and the optimization problem of IRSS test procedure on the IITP.
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algorithm are as follows: initial temperature Tk= 100, times
of internal cycles res = 20, temperature drop coefficient
lam= 0.95, and cutoff temperature Tf = 10. Table 3 shows the
optimizing schedule of the optimization model of applica-
tion case based on the SA algorithm. When using the SA
algorithm to solve the optimization model of IRSS test
procedure on the IITP, it is with high solving efficiency that
the optimal solution is obtained in the 20th iteration. In the
10th iteration and the 15th iteration, the current optimal
solution was 148min, but by the 20th iteration, the SA al-
gorithm successfully jumps out from the local optimal so-
lution and finally obtains the global optimal solution of
138min, proving the effectiveness of the SA algorithm.
Figure 8 shows the schematic diagram of the optimal test
procedure on the IITP of application case. -e optimal test
order for the 11 IRSS test projects on the IITP is
y5⟶ y9⟶ y11⟶ y7⟶ y1⟶ y4⟶ y8⟶ y10⟶
y6⟶ y2⟶ y3, and the total test time is 138min, which is
only 50.55% of the test time without optimization. When
testing the three IRSSs, the total test time is shortened from
the original 819min to 414min, and the total optimization
time is 405min, showing a significant optimization effect of
the proposed method. -erefore, the IRSS test procedure
optimization method proposed in this paper can effectively
shorten the test time of the IRSS on the IITP and improve the
testing efficiency of the IRSS significantly.

In fact, when the IRSS test project is described by an ordered
sequence of IITP execution subelements, parallel testing can be
realized on the IITP. -e purpose of parallel testing is to im-
prove test efficiency by integrating the test of test projects
according to their test resource [34]. In order to further
demonstrate the superiority of our proposed method, parallel
testing on the IITP is designed according to the IRSS test project
sequences. Figure 9 shows the parallel testing result of the
application case. As shown in Figure 9, the test time of the IRSS
of application case on the IITP based on parallel testing is
equivalent to the test time of sequential test of the IRSS test
project y9, y6, y10, y4, y8, y3, and y5, that is, 163min. As derived
from above, the test time of application case on the IITPwithout
optimization is 273min. -erefore, the test time of application
case based on parallel testing is 110min shorter than that
without optimization, and the optimization ratio of parallel

testing is 40.29%. However, comparing to our method, the test
time of the application case based on parallel testing is 25min
longer than that of our method, with 10% lower in the opti-
mization ratio. -e reason of this phenomenon is that the
parallel testing only can deal with the merger optimization
relationship between the IRSS test project sequences but cannot
deal with the sequence optimization relationship, resulting in
the failure to utilize the sequence optimization in the test
process.

In addition, we conduct a comparison experiment based
on the solvingmethod to the optimizationmodel of IRSS test

Start

Set the initial temperature Tk, maximum number of
 iterations for the internal cycle res,cooling

coefficient lam, cutoff temperature Tf

Get the initial solution L0 according to the entry
sequence of IRSS test projects

Let Lcurrent = L0, T = Tk, k = 1

Let i = 1

Generate the a new solution Lnew, and calculate the
fitness function t (Lnew); let Δ = t (Lnew) – t (Lcurrent)

Δ < 0

i > res

T > Tf

exp (–Δ/T)> r

Let Lcurrent = Lnew

Output Lcurrent

End

T = lam∗T; k = k + 1.
Record the results of this internal cycle

N

N

N

Y Y

Y

Figure 7: Flowchart of solving the optimization model of IRSS test
procedure on the IITP based on the SA algorithm.

y1 y4y3y2 y5

Exchange

Lcurrent:

t(Lcurrent) = t(y1→y2) + t(y2→y3) + t(y3→y4) + t(y4→y5)

y1 y4y2y3 y5Lcurrent:

t(Lcurrent) = t(y1→y3) + t(y3→y2) + t(y2→y4) + t(y4→y5)

Figure 6: Schematic diagram of the generation process of new
solution Lnew.
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procedure on the IITP. We use the genetic algorithm (GA)
[35] to solve the optimization model of application case, and
the solutions obtained from the GA with three different
combinations of initialization parameters are compared and
analyzed with that of the SA algorithm with the initialization

parameters the same as above. Table 4 shows the initiali-
zation parameters of the GA and the SA algorithms in the
comparison experiment. In the three combinations of ini-
tialization parameters of the GA, the crossover probability Pc
and mutation probability Pm are the same, and the

Initialized (Tk, Tf, lam, res, S0);
Let T�Tk, Scurrent � S0
If T>Tf
Repeat
For k� 1 to res do
Begin
Generate (Snew from C)
If f (Snew)< f (Scurrent), -en Scurrent � Snew
Else if exp{−[f (Snew)− f (Scurrent)]/Tk}> r, -en Scurrent � Snew

End
k� k+ 1
T� lam∗T
End

End

ALGORITHM 1: Pseudocode for the simulated annealing algorithm.

Table 2: -e ordered sequence and the test time of the IRSS test projects of application case.

ID IRSS test projects Code of IRSS test projects IRSS test project sequences Test time (min)
1 Ripple torque coefficient y1 x5 10
2 Speed fluctuation coefficient y2 x2 x2 10
3 Positive and negative slip y3 x2 x3 10
4 Electrical time constant y4 x6 x6 10
5 Safety test y5 x1 30
6 No-load test y6 x2 x2 x2 x2 x2 x2 30
7 Load test y7 x5 x5 x5 30
8 Locked-rotor test y8 x6 x7 6
9 Temperature-rise test y9 x5 x5 x5 x5 x5 x5 60
10 Overspeed test y10 x4 x2 x2 x2 17
11 Efficiency test y11 x5 x5 x5 x5 x5 x5 60

y5: safety test

y9: temperature-rise test

y11: efficiency test

y1: ripple torque coefficient

y2: speed fluctuation coefficient

y3: positive and negative slip

y4: electrical time constant

y8: locked-rotor test

y10: overspeed test

y6: no-load test

y7: load test

Optimal test procedure

x1

x1

x2 x2 x2

x2 x2 x2 x2 x2 x2

x2 x2

x2 x2 x2 x2 x2 x2

x2 x3

x3

x4

x4

x5 x5 x5 x5 x5 x5

x5 x5 x5 x5 x5 x5

x5

x5 x5 x5

x5 x5 x5 x5 x5 x5

x6

x6 x6

x6

x6 x7

x7

IITP execution process

Figure 8: Schematic diagram of the optimal test procedure of application case.
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population size popSize and the number of genetic iterations
Gen_iter are different. -e reason for the setting of these
combinations of initialization parameters is that the pop-
ulation size and the number of genetic iterations of the GA
determine the maximum iteration times of one time algo-
rithm running, where the maximum iteration times of the
GA are popSize ∗ Gen_iter, while the maximum iteration

times of the SA algorithm are 􏼘log
(Tf/Tk)

lam 􏼙 × res. In this way,

it is easy to compare the performance of these two algo-
rithms based on the maximum iteration times. We use the
GA and the SA algorithms to solve the optimization model
of application case based on the initialization parameters
shown in Table 4. As seen from Table 4, four tests are
implemented, and the maximum iteration times of test no.1
are similar to those of test no.4. In each test, we run 100 times
of the algorithm, and the solutions obtained in the 100 times

x5 x5 x5 x5 x5 x5 x2 x2 x2 x2 x2 x2 x4 x2 x2 x2 x6 x6 x6 x7 x2 x3 x1

x5 x5 x5 x5 x5 x5 x2 x2 x2 x2 x2 x2

x5 x5 x5 x5 x5 x5 x2 x2

x5 x5 x5

x5

x4 x2 x2 x2 x6 x6 x6 x7 x2 x3 x1

Test resources on IITP

IRSS test projects

y5:
safety
test

y9: temperature-rise
test

y11: efficiency test

y1: ripple torque
coefficient

y2: speed fluctuation
coefficient

y3: positive
and negative

slip

y4:
electrical

time
constant

y8:
locked-

rotor
test

y10: overspeed
test

y6: no-load test

y7: load test

Figure 9: Schematic diagram of the parallel testing result of application case.

Table 3: Optimizing schedule of the optimization model of application case based on the SA algorithm.

Times of cooling Temperature T Times of state transitions Test time (min) Ratio of optimization time (%)
0 100 — 273 —
5 77.38 9 173 63.36
10 59.87 6 148 54.21
15 46.33 3 148 54.21
20 35.84 4 138 50.55

Table 4: Initialization parameters of the solving algorithm for comparison experiment.

Algorithm
Initialization parameters

Maximum iteration times Test no.
Pc Pm popSize Gen_iter

GA 0.9 0.5
20 50 1000 1
50 50 2500 2
100 100 10000 3

SA Tk Tf lam res 900 4100 10 0.95 20

Table 5: Comparative analysis results of the comparison experiment.

Algorithm Optimal solution
(min) Test no. Times of occurrence of optimal solution Average (min) SD Average running time (s)

GA 138

1 10 146.6 4.8518 0.073232
2 27 142.9 3.6729 0.174638
3 54 140.35 2.5937 0.544116

SA 4 73 139.5 2.5981 0.031773
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of algorithm running of each test are compared and analyzed
based on the times of occurrence of optimal solution, av-
erage value, standard deviation value, and the average
running time. Table 5 shows the comparative analysis results
of the comparison experiment. As can be concluded from
Table 5, the overall performance of the SA algorithm is better
than that of the GA. When the maximum iteration times are
similar, the solving performance of the SA algorithm is
obviously superior to the GA. Although the performance of
the GA gets better with the increase of the population
number and the number of genetic iterations, it needs 10
times of maximum iteration times for the GA to achieve the
performance similar to the SA algorithm. However, the
larger the maximum iteration times is, the longer running
time the algorithm needs. And the large population size
would bring high space complexity of the GA algorithm.
-erefore, the SA algorithm is an ideal solving method to the
optimization model of IRSS test procedure on the IITP.

7. Conclusions

In this paper, we proposed a test procedure optimization
method for the industrial robot servo system on the in-
tegrated testing platform. In the proposed method, firstly,
we creatively defined the execution subelements of the
integrated platform as well as the industrial robot servo
system test project ordered sequences. In addition, we
designed an “∩” operation to dig out the optimization
relationships between the industrial robot servo system test
project sequences. Finally, based on these optimization
relationships, we established an optimization model for the
industrial robot servo system test procedure on the inte-
grated platform, and by solving the model, we obtained the
optimal test order of the industrial robot servo system test
projects with shortest test time when testing on the inte-
grated testing platform. -erefore, the test efficiency of the
integrated testing platform improved. -e case analysis
showed that the proposed method can shorten the test time
of the industrial robot servo system by 50.55%. -e
comparative experiment also showed the superiority of the
proposed method.

Moreover, the proposed method can be applied to
similar scenarios that test samples with multiple test
projects are tested on the integrated testing platform.
Besides, the ideas to apply our proposed method to deal
with the multiple stress combination experiments in
battery aging test [36] and the establishment of new
models for complex systems based on the process simi-
larity [37] are considered in our future work.
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