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In this paper, we propose to incorporate the local attention in WaveNet-CTC to improve the performance of Tibetan speech
recognition in multitask learning. With an increase in task number, such as simultaneous Tibetan speech content recognition,
dialect identification, and speaker recognition, the accuracy rate of a single WaveNet-CTC decreases on speech recognition.
Inspired by the attention mechanism, we introduce the local attention to automatically tune the weights of feature frames in a
window and pay different attention on context information for multitask learning.*e experimental results show that our method
improves the accuracies of speech recognition for all Tibetan dialects in three-task learning, compared with the baseline model.
Furthermore, our method significantly improves the accuracy for low-resource dialect by 5.11% against the specific-dialect model.

1. Introduction

Multitask learning has been applied successfully for speech
recognition to improve the generalization performance of
the model on the original task by sharing the information
between related tasks [1–9]. Chen and Mak [6] used the
multitask framework to conduct joint training of multiple
low-resource languages, exploring the universal phoneme
set as a secondary task to improve the effect of the phoneme
model of each language. Krishna et al. [7] proposed a hi-
erarchical multitask model, and the performance differences
between high-resource language and low-resource language
were compared. Li et al. [8] and Toshniwal et al. [9] in-
troduced additional information of language ID to improve
the performance of end-to-end multidialect speech recog-
nition systems.

Tibetan is one of minority languages in China. It has
three major dialects in China, i.e., Ü-Tsang, Kham, and
Amdo.*ere are also several local subdialects in each dialect.
Tibetan dialects pronounce very differently, but the written
characters are unified across dialects. In our previous work
[10], Tibetan multidialect multitask speech recognition was
conducted based on the WaveNet-CTC, which performed
simultaneous Tibetan multidialect speech content

recognition, dialect identification, and speaker recognition
in a single model. WaveNet is a deep generative model with
very large receptive fields, and it can model the long-term
dependency of speech data. It is very effective to learn the
shared representation from speech data of different tasks.
*us, WaveNet-CTC was trained on three Tibetan dialect
data sets and learned the shared representations and model
parameters for speech recognition, speaker identification,
and dialect recognition. Since the Lhasa of Ü-Tsang dialect is
a standard Tibetan speech, there are more corpora available
for training than Changdu-Kham and Amdo pastoral dia-
lect. Although two-task WaveNet-CTC improved the per-
formance on speech recognition for Lhasa of Ü-Tsang dialect
and Changdu-Kham dialect, the three-task model did not
improve performance for all dialects. With an increase in
task number, the speech recognition performance degraded.

To obtain a better performance, attention mechanism is
introduced intoWaveNet-CTC for multitask learning in this
paper. Attention mechanism can learn to set larger weight to
more relevant frames at each time step. Considering the
computation complexity, we conduct a local attention using
a sliding window on the whole of speech feature frames to
create the weighted context vectors for different recognition
tasks. Moreover, we explore to place a local attention at the
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different positions within WaveNet, i.e., in the input layer
and high layer, respectively.

*e contribution of this work is three-fold. For one, we
propose the WaveNet-CTC with local attention to perform
multitask learning for Tibetan speech recognition, which can
automatically capture the context information among dif-
ferent tasks. *is model improves the performance of the
Tibetan multidialect speech recognition task. Moreover, we
compared the performance of local attention inserted at
different positions in the multitask model. *e attention
component embedded in the high layer of WaveNet obtains
better performance than the one in the input layer of
WaveNet for speech recognition. Finally, we conduct a
sliding window on the speech frames for efficiently com-
puting the local attention.

*e rest of this paper is organized as follows: Section 2
introduces the related work. Section 3 presents our method
and gives the description of the baseline model, local at-
tention mechanism, and the WaveNet-CTC with local at-
tention. In Section 4, the Tibetan multidialect data set and
experiments are explained in detail. Section 5 describes our
conclusions.

2. Related Work

Connectionist temporal classification (CTC) for end-to-end
has its advantage of training simplicity and is one of themost
popular methods used in speech recognition. Das et al. [11]
directly incorporated attention modelling within the CTC
framework to address high word error rates (WERs) for a
character-based end-to-end model. But, in Tibetan speech
recognition scenarios, the Tibetan character is a two-di-
mensional planar character, which is written in Tibetan
letters from left to right, besides there is a vertical super-
position in syllables, so a word-based CTC is more suitable
for the end-to-end model. In our work, we try to introduce
attention mechanism in WaveNet as an encoder for the
CTC-based end-to-end model. *e attention is used in
WaveNet to capture the context information among dif-
ferent tasks for distinguishing dialect content, dialect
identity, and speakers.

In multitask settings, there are some recent works fo-
cusing on incorporating attention mechanism in multitask
training. Zhang et al. [12] proposed an attention mechanism
for the hybrid acoustic modelling framework based on
LSTM, which weighted different speech frames in the input
layer and automatically tuned its attention to the spliced
context input. *e experimental results showed that at-
tention mechanism improved the ability to model speech.
Liu et al. [13] incorporated the attention mechanism in
multitask learning for computer vision tasks, in which the
multitask attention network consisted of a shared network
and task-specific soft-attention modules to learn the task-
specific features from the global pool, whilst simultaneously
allowing for features to be shared across different tasks.
Zhang et al. [14] proposed an attention layer on the top of
the layers for each task in the end-to-end multitask
framework to relieve the overfitting problem in speech
emotion recognition. Different from the works of Liu et al.

and Zhang et al. [13, 14], which distributed many attention
modules in the network, our method merely uses one sliding
attention window in the multitask network and has its
advantage of training simplicity.

3. Methods

3.1. Baseline Model. We take the Tibetan multitask learning
model in our previous work [10] as the baseline model as
shown in Figure 1, which was initially proposed for Chinese
and Korean speech recognition from the work of Xu [15] and
Kim and Park [16]. *e work [10] integrates WaveNet [17]
with CTC loss [18] to realize Tibetan multidialect end-to-
end speech recognition.

WaveNet contains the stacks of dilated causal con-
volutional layers as shown in Figure 2. In the baseline model,
the WaveNet network consists of 15 layers, which are
grouped into 3 dilated residual blocks of 5 layers. In every
stack, the dilation rate increases by a factor of 2 in every
layer. *e filter length of causal dilated convolutions is 2.
According to equations (1) and (2), the respective field of
WaveNet is 46:

Receptive fieldblock � 

n

i�1
Filterlength − 1  × Dilationratei

+ 1.

(1)

Receptive fieldstacks � S × Receptive fieldblock − S + 1. (2)

In equations (1) and (2), S refers to the number of stacks,
Receptive fieldblock refers to the receptive field of a stack of
dilated CNN, Receptive fieldstacks refers to the receptive field
of some stacks of dilated CNN, and Dilationratei

refers to the
dilation rate of the i-th layer in a block.

WaveNet also uses residual and parameterized skip
connections [19] to speed up convergence and enable
training of much deeper models. More details about
WaveNet can be found in [17].

Connectionist temporal classification (CTC) is an al-
gorithm that trains a deep neural network [20] for the end-
to-end learning task. It can make the sequence label pre-
dictions at any point in the input sequence [18]. In the
baseline model, since the Tibetan character is a two-di-
mensional planar character as shown in Figure 3, the CTC
modeling unit for Tibetan speech recognition is Tibetan
single syllable, otherwise a Tibetan letter sequence from left
to right is unreadable.

3.2. Local Attention Mechanism. Since the effect of each
speech feature frame is different for the target label output at
current time, considering the computational complexity, we
introduce the local attention [21] into WaveNet to create a
weighted context vector for each time i. *e local attention
places a sliding window with the length 2n centered around
the current speech feature frame on the input layer and
before the softmax layer in WaveNet, respectively, and re-
peatedly produces a context vector Ci for the current input
(or hidden) feature frame x(h)i.*e formula for Ci is shown
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in equation (3), and the schematic diagram is shown in
Figure 4:

Ci � 
i+n

j�i−n,j≠i
αi,j · x(h)j, (3)

where αi,j is the attention weight, subject to α≥ 0 and
jαi,j � 1 through softmax normalization. *e αi,j calcu-
lation method is as follows:

αi,j �
exp Score x(h)i, x(h)j  

jexp Score x(h)i, x(h)j  
. (4)

It captures the correlation of speech frame pair
(x(h)i, x(h)j, j≠ i). *e attention operates on n frames
before and after the current frame. Score (.) is an energy
function, whose value is computed as equation (5) by the
MLP which is jointly trained with all the other components
in an end-to-end network. *ose x(h)j, j≠ i that get larger
scores would have more weights in context vector Ci.

Score xi, xj  � v
T
a tanh Wa x(h)i; x(h)j  . (5)

Finally, x(h)i is concatenated with Ci as the extended
feature frame and fed into the next layer of WaveNet as
shown in Figures 5 and 6.*e attentionmodule is inserted in
the input layer in Figure 5 referred as Attention-WaveNet-
CTC. *e attention module is embedded before the softmax
layer in Figure 6 referred as WaveNet-Attention-CTC.

4. Experiments

4.1. Data. Our experimental data are from an open and free
Tibetan multidialect speech data set TIBMD@MUC [10], in
which the text corpus consists of two parts: one is 1396
spoken language sentences selected from the book “Tibetan
Spoken Language” [22] written by La Bazelen and the other
part contains 8,000 sentences from online news, electronic
novels, and poetry of Tibetan on internet. All text corpora in
TIBMD@MUC include a total of 3497 Tibetan syllables.

*ere are 40 recorders who are from Lhasa City in Tibet,
Yushu City in Qinghai Province, Changdu City in Tibet, and
Tibetan Qiang Autonomous Prefecture of Ngawa.*ey used
different dialects to speak out the same text for 1396 spoken
sentences, and other 8000 sentences are read loudly in Lhasa
dialect. Speech data files are converted to 16K Hz sampling
frequency, 16 bit quantization accuracy, and wav format.

Our experimental data for multitask speech recognition
are shown in Table 1, which consists of 4.4 hours Lhasa-
Ü-Tsang, 1.90 hours Changdu-Kham, and 3.28 hours Amdo
pastoral dialect, and their corresponding texts contain 1205
syllables for training. We collect 0.49 hours Lhasa-Ü-Tsang,
0.19 hours Changdu-Kham, and 0.37 hours Amdo pastoral
dialect, respectively, to test.

39 MFCC features of each observation frame are
extracted from speech data using a 128ms window with
96ms overlaps.

*e experiments are divided into two parts: two-task
experiments and three-task experiments. *ree dialect-
specific models and a multi-dialect model without attention
are trained on WaveNet-CTC.

In WaveNet, the number of hidden units in the gating
layers is 128. *e learning rate is 2×10−4. *e number of
hidden units in the residual connection is 128.

4.2. Two-task Experiment. For two-task joint recognition, the
performances of the dialect ID or speaker ID at the beginning
and at the end of output sequence were evaluated, respectively.
We set n� 5 frames before and after the current frame to
calculate the attention coefficients for attention-based Wave-
Net-CTC, which are referred to as Attention (5)-WaveNet-CTC
and WaveNet-Attention (5)-CTC, respectively, for the two
architectures in Figures 5 and 6. Compared with the calculation
of the attention coefficient of all frames, the calculation speed of
local attention has been improved quickly, which is convenient
for the training of models.

*e speech recognition result is summarized in Table 2.
*e best model is the proposed WaveNet-Attention-CTC
with the attention embedded before the softmax layer in
WaveNet and dialect ID at the beginning of label sequence.
It outperforms the dialect-specific model by 7.39% and 2.4%,
respectively, for Lhasa-Ü-Tsang and Changdu-Kham and
gets the SER close to the dialect-specific model for Amdo
Pastoral, which has the highest ARSER (average relative
syllable error rate) for three dialects. *emodel of dialectID-
speech (D-S) in the framework of WaveNet-Attention-CTC
is effective to improve multilinguistic speech content rec-
ognition. Speech content recognition is more sensitive to the

Speech wave

MFCC

WaveNet

CTC loss

[Speaker ID] [Dialect ID]

[Speaker ID] [Dialect ID]
or

Figure 1: *e baseline model.
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recognition of dialect ID than speaker ID.*e recognition of
dialect ID helps to identify the speech content. However, the
attention inserted before the input layer inWaveNet resulted
in the worst recognition, which shows that raw speech
feature cannot provide much information to distinguish the
multitask.

For dialect ID recognition, in Table 3, we can see that
the model with attention mechanism added before the
softmax layer performs better than which is added in the
input layer, and the dialect ID at the beginning is better
than that at the end. From Table 2 and Table 3, it can be
seen that the dialect ID recognition influences the speech
content recognition.

We also test the speaker ID recognition accuracy for the
two-task models. Results are listed in Table 4. It is worth
noting that the Attention-WaveNet-CTC model performs
poorly on both tasks of the speaker and speech content
recognition. Especially in the speaker identification task, the
recognition rate of the speakerID-speech model in all three
dialects is very poor. Among the Attention-WaveNet-CTC
models, it can be seen that the modelling ability of two
models of the dialectID-speech and speakerID-speechmodel
shows big gap, which means the Attention-WaveNet-CTC
architecture cannot learn effectively the correlation among
multiple frames of acoustic feature for multiple classification
tasks. In contrast, the WaveNet-Attention-CTC model has a

+ 1 × 1 1 × 1 Softmax

Sentence label (character level)

CTC loss

MFCC

Speech wave

+

1 × 1

×

Dilated
conv

tanh σ
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Concatenation

Xj

tanh tanh

Figure 5: *e architecture of attention-WaveNet-CTC.
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much better performance on the two tasks. *e attention
embedded before the softmax layer can find the related and
important frames to lead to high recognition accuracy.

4.3./ree-task Experiment. We compared the performances
of two architectures, namely, Attention-WaveNet-CTC and
WaveNet-Attention-CTC on three-task learning with the
dialect-specific model and WaveNet-CTC, where we eval-
uated n� 5, n� 7, and n� 10, respectively, for the attention
mechanism. *e results are shown in Table 5.

We can see that the three-task models have worse
performance compared with the two-task model, and
WaveNet-Attention-CTC has lower SERs for Lhasa-
Ü-Tsang and Amdo Pastoral against the dialect-specific
model, but for Changdu-Kham, a relative low-resource
Tibetan dialect, the model of dialectID-speech-speakerID
(D-S-S2) based on the framework of WaveNet-Attention

(10)-CTC achieved the highest recognition rate in all models,
which outperforms the dialect-specific model by 5.11%. We
analyzed the reason that maybe is the reduction of gener-
alization error of the multitask model with the number of
learning tasks increasing. It improves the recognition rate
for small-data dialect, however not for big-data dialects.
Since ASER reflects the generalization error of the model,
D-S-S2 of WaveNet-Attention (10)-CTC has highest ASER
in all models, which shows it has better generalization ca-
pacity. Meanwhile, WaveNet-Attention (10)-CTC achieved
the better performance than WaveNet-Attention (5)-CTC
and WaveNet-Attention (7)-CTC for speech content rec-
ognition as shown in Figure 7, where the syllable error rates
declined with the number of n increasing for three dialects,
and Changdu-Kham’s SER has a quickest descent. We can
conclude that attention mechanism needs a longer range to
distinguish more tasks, and it pays more attention on the

+ 1 × 1 1 × 1

Softmax

Sentence label (character level)

CTC loss

MFCC

Speech wave

+

1 × 1

×

Dilated
conv

tanh σ

Residual

hjhj–n hj+n

Attention
mechanism

Concatenation

tanh tanh

Figure 6: *e architecture of WaveNet-attention-CTC.

Table 1: *e experimental data statistics.

Dialect Training data (hours) Training utterances Test data (hours) Test utterances Speaker
Lhasa-Ü-Tsang 4.40 6678 0.49 742 20
Changdu-Kham 1.90 3004 0.19 336 6
Amdo pastoral 3.28 4649 0.37 516 14
Total 9.58 14331 1.05 2110 40
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low-resource task. It is also observed that WaveNet-At-
tention (5)-CTC has better performance than Attention (5)-
WaveNet-CTC, which demonstrates again that the attention
mechanism placed in the high layer can find the related and
important information which leads to more accurate speech
recognition than when it is put in the input layer.

From Tables 6 and 7, we can observe that models with
attention have worse performance than the ones without
attention for dialect ID recognition and speaker ID rec-
ognition, and longer attention achieved the worse rec-
ognition for the language with large data. It also shows
that in the case of more tasks, the attention mechanism

tends towards the low-resource task, such as speech
content recognition.

In summary, combining the results of the above experi-
ments, whether two task or three task, the multitask model can
make a significant improvement on the performance of the
low-resource task by incorporating the attention mechanism,
especially when the attention is applied to the high-level ab-
stract features. *e attention-based multitask model can
achieve the improvements on speech recognition for all dialects
compared with the baselinemodel.With an increase in the task
number, the multitask model needs to increase the range for
attention to distinguish multiple dialects.

Table 4: Speaker ID recognition accuracy (%) of two-task models.

Architecture Model Lhasa-Ü-Tsang Changdu-Kham Amdo Pastoral
SpeakerID model 67.75 93.13 95.31

WaveNet-CTC with speaker ID S-S1 68.32 92.85 97.48
S-S2 71.15 95.23 96.12

Attention (5)-WaveNet-CTC S-S1 0 0 0
S-S2 60.64 77.38 85.85

WaveNet-Attention (5)-CTC S-S1 70.35 92.85 97.48
S-S2 69.40 100 96.70

Table 2: Syllable error rate (%) of two-task models on speech content recognition.

Architecture Model
Lhasa-
Ü-Tsang

Changdu-
Kham Amdo Pastoral

SER1 RSER2 SER RSER SER RSER ASER3

Dialect-specific model 28.83 62.56 17.6
WaveNet-CTC 29.55 −0.72 62.83 −0.27 33.52 −15.92 −5.63

WaveNet-CTC with dialect ID or speaker ID (baseline model)

D-S4 32.84 −4.01 68.58 −6.02 33.00 −15.40 −8.48
S-D5 26.80 2.03 64.03 −1.47 30.79 −13.09 −4.21
S-S16 27.21 1.62 64.17 −1.61 29.68 −12.08 −4.02
S-S27 28.13 0.7 62.43 0.13 28.04 -10.44 −3.20

Attention (5)-WaveNet-CTC

D-S 52.19 −23.36 65.24 −2.68 50.22 -32.62 −19.55
S-D 55.16 −26.33 67.78 −5.22 55.23 -37.63 −23.06
S-S1 77.42 −48.59 85.44 −22.88 82.08 -64.48 −45.32
S-S2 83.32 −54.49 89.15 −26.94 81.47 -63.87 −48.43

WaveNet-Attention (5)-CTC

D-S 21.44 7.39 60.16 2.40 20.46 −2.86 2.31
S-D 23.79 5.04 62.96 −0.4 24.15 −6.55 −0.64
S-S1 34.86 −6.03 63.36 −0.8 40.10 −22.50 −9.78
S-S2 34.83 −6.00 62.70 −0.14 37.63 −20.03 −8.72

1SER: syllable error rate, 2RSER: relative syllable error rate, 3ARSER: average relative syllable error rate, 4D-S: the model trained using the transcription with
dialect ID at the beginning of target label sequence, like “A ཐུགས རྗེ ཆེ,” 5S-D: the model trained using the transcription with dialect ID at the end of target
label sequence, 6S-S1: the model trained using the transcription with speaker ID at the beginning of target label sequence, and 7S-S2: the model trained using
the transcription with speaker ID at the end of target label sequence.

Table 3: Dialect ID recognition accuracy (%) of two-task models.

Architecture Model Lhasa-Ü-Tsang Changdu-Kham Amdo Pastoral
DialectID model 97.88 92.24 97.9

WaveNet-CTC with dialect ID D-S 98.57 95.23 99.6
S-D 99.01 97.61 99.41

Attention (5)-WaveNet-CTC D-S 100 89.28 94.52
S-D 0 0 0

WaveNet-Attention (5)-CTC D-S 100 98.8 99.41
S-D 100 94.04 98.06
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Table 5: Syllable error rate (%) of three-task models on speech content recognition.

Architecture Model
Lhasa-
Ü-Tsang

Changdu-
Kham Amdo Pastoral

SER RSER SER RSER SER RSER ASER
Dialect-specific model 28.83 62.56 17.60

WaveNet-CTC with dialect ID and speaker ID (baseline model)
S-D-S 30.64 −1.81 64.17 −1.61 34.06 −16.46 −6.62
D-S-S1 39.64 −10.81 65.10 −2.54 45.15 −27.55 −13.63
D-S-S2 33.43 −4.60 64.83 −2.27 37.56 −19.96 −8.94

Attention (5)-WaveNet-CTC
S-D-S 48.69 −19.86 68.31 −5.75 63.22 −45.62 −23.74
D-S-S1 52.57 −23.74 69.38 −6.82 71.42 −53.82 −28.13
D-S-S2 49.10 −20.27 79.41 −16.85 61.09 −43.49 −26.87

WaveNet-Attention (5)-CTC
S-D-S 30.75 −1.92 69.51 −6.95 34.21 −16.61 −8.49
D-S-S1 33.17 −4.34 69.51 -6.95 38.49 −20.89 −10.73
D-S-S2 31.16 −2.33 69.25 −6.69 34.14 −16.54 −8.52

WaveNet-Attention (7)-CTC
S-D-S 30.39 −1.56 70.05 −7.49 32.7 −15.1 −8.05
D-S-S1 35.28 −6.45 68.12 −5.56 38.03 −20.73 −10.81
D-S-S2 32.58 −3.75 62.74 −0.18 37.16 −19.56 −7.83

WaveNet-Attention (10)-CTC
S-D-S 30.25 −1.42 69.25 −6.69 32.01 −14.41 −7.51
D-S-S1 34.06 −5.23 70.05 −7.49 40.10 −22.50 −11.74
D-S-S2 31.85 −3.02 57.45 5.11 33.65 −16.05 −4.65
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5. Conclusions

*is paper proposes a multitask learning mechanism with
local attention based on WaveNet to improve the perfor-
mance for low-resource language. We integrate Tibetan
multidialect speech recognition, speaker ID recognition, and
dialect identification into a unified neural network and
compare the attention effects on the different places in ar-
chitectures. *e experimental results show that our method
is effective for Tibetan multitask processing scenarios. *e
WaveNet-CTC model with attention added into the high
layer obtains the best performance for unbalance-resource
multitask processing. In the future works, we will evaluate
the proposed method on larger Tibetan data set or on
different languages.
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Table 7: Speaker ID recognition accuracy (%) of three-task models.

Architecture Model Lhasa-Ü-Tsang Changdu-Kham Amdo pastoral
SpeakerID model 67.75 93.13 95.31

WaveNet-CTC with dialect ID and speaker ID
S-D-S 72.91 98.8 96.12
D-S-S1 70.21 95.23 93.6
D-S-S2 70.35 96.42 96.89

Attention (5)-WaveNet-CTC
S-D-S 61.08 83.33 89.53
D-S-S1 62.12 83.33 87.01
D-S-S2 61.99 84.52 90.11

WaveNet-Attention (5)-CTC
S-D-S 61.99 85.71 92.05
D-S-S1 62.53 82.14 91.08
D-S-S2 61.18 89.28 92.44

WaveNet-Attention (7)-CTC
S-D-S 60.91 85.71 91.66
D-S-S1 62.04 84.31 92.01
D-S-S2 58.49 86.90 90.69

WaveNet-Attention (10)-CTC
S-D-S 58.49 84.52 92.05
D-S-S1 59.43 83.33 91.27
D-S-S2 63.47 92.85 97.86

Table 6: Dialect ID recognition accuracy (%) of three-task models.

Architecture Model Lhasa-Ü-Tsang Changdu-Kham Amdo Pastoral
DialectID model 97.88 92.24 97.9

WaveNet-CTC with dialect ID and speaker ID
D-S-S1 98.01 98.8 99.41
D-S-S2 99.73 96.42 99.61
S-D-S 99.25 95.23 99.03

Attention (5)-WaveNet-CTC
S-D-S 100 76.19 91.27
D-S-S1 100 90.47 94.18
D-S-S2 100 82.14 93.02

WaveNet-Attention (5)-CTC
S-D-S 100 89.28 93.79
D-S-S1 100 85.71 93.79
D-S-S2 100 95.23 94.18

WaveNet-Attention (7)-CTC
S-D-S 0 85.71 91.66
D-S-S1 0 89.98 93.88
D-S-S2 0 89.28 95.34

WaveNet-Attention (10)-CTC
S-D-S 0 85.71 95.54
D-S-S1 0 94.04 93.99
D-S-S2 0 0 0
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