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Dynamic multiobjective optimization problems (DMOPs) bring more challenges for multiobjective evolutionary algorithm
(MOEA) due to its time-varying characteristic. To handle this kind of DMOPs, this paper presents a dynamic MOEA with
multiple response strategies based on linear environment detection, called DMOEA-LEM. In this approach, different types of
environmental changes are estimated and then the corresponding response strategies are activated to generate an efficient initial
population for the new environment. DMOEA-LEM not only detects whether the environmental changes but also estimates the
types of linear changes so that different prediction models can be selected to initialize the population when the environmental
changes. To study the performance of DMOEA-LEM, a large number of test DMOPs are adopted and the experiments validate the
advantages of our algorithm when compared to three state-of-the-art dynamic MOEAs.

1. Introduction

In the evolutionary computation community, the studies of
static multiobjective optimization problems (MOPs) have
been widely conducted during the recent decades, and
there are a number of effective and efficient evolutionary
algorithms for tackling static MOPs. However, in some
practical engineering applications, it is found that some
optimization problems are very complicated and need to be
solved in a dynamic or uncertain environment, as their
objective functions may change with the environment,
which often exist in planning and scheduling problems
[1–4], parameter optimization [5, 6], resource allocation
[7, 8], and control system [9–11]. +is kind of MOPs is
often called dynamic multiobjective optimization problems
(DMOPs), which can be defined in different aspects
according to the nature of dynamics [12–14]. +e solving of
DMOPs not only needs to quickly search the Pareto-op-
timal set (PS) with good convergence and diversity when
the environment is stable but also has to efficiently obtain
some promising solutions in new environment. Uncer-
tainty and time-varying environment bring more chal-
lenges to DMOPs.

In recent years, evolutionary algorithms (EAs) have
become the most popular and effective tool for solving
DMOPs, which have attractedmore andmore attention [15].
In most DMOEAs [14, 16–21], they often add an envi-
ronmental detection mechanism and its corresponding re-
sponse mechanism to the framework of static multiobjective
EAs (MOEAs). +e environmental detection mechanism is
used to determine whether the environment has changed,
while the response mechanism aims to provide a new
evolutionary direction for initial population. To visually
show the solving of DMOPs, a general framework of
DMOEA is plotted in Figure 1. When solving DMOPs in
each new environment, evolution resource is very limited to
get converged from an initial state, so an initial population
close to the true Pareto-optimal front (PF) of the new en-
vironment is useful to speed up the convergence. +ere are
two challenges that often encounter when dealing with
DMOPs [22]: one is to handle the conflicts in multiple
objectives, while the other is to track their dynamism caused
by the time-varied objective functions and constraints.
During the recent decades, different approaches have been
proposed to solve DMOPs, such as the co-evolutionary
approaches [23–25], the decomposition-based approaches
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[16], the prediction-based approaches [14, 17, 18], and some
other self-learning mechanisms such as artificial neural
network [26, 27].

Regarding the current DMOEAs [19, 21, 28, 29], most of
change detection strategies use the method of re-evaluation
to simply judge whether the environment has changes.+en,
the designed response mechanism is adopted to initialize the
population for new environment. If the prior knowledge is
unavailable, the changing intensity and the changing rules
cannot be obtained, which are likely to affect the following
prediction results. For example, if the two continuous en-
vironments have a certain linear correlation, some linear
response models will have a good effect. On the contrary, if
they are linearly independent, the above models will be
invalid. In other words, the performance of DMOEAs
cannot be fully exploited when the response model is not
consistent with the nature of the environmental change,
which is usually not considered in these DMOEAs. In ad-
dition, many kinds of existing DMOEAs have some limi-
tations. For example, DMOEAs that focus on diversity may
cause difficulties to be converged in new environment. As
pointed out in [19], proper diversity is helpful for exploring
promising search regions, but too much diversity to be
added may cause evolutionary stagnation. Some DMOEAs
that focus on convergence perform well at the dynamic
environment with high frequency change and periodic
change. However, when previous environments do not
appear any more, these algorithms might be inferior.
Moreover, most DMOEAs with fast convergence speed often
show the weak performance in maintaining diversity, which
leads to falling into local optimization.

Based on the above considerations, we suggest a dynamic
multiobjective evolutionary algorithm with multiple re-
sponse strategies based on linear environment detection,
called DMOEA-LEM. In the detection mechanism of
DMOEA-LEM, if the environmental change is detected, the
algorithm provides feedback about the types of the envi-
ronmental change according to the flow of the population
before and after the change, i.e., the different distributions of
the population are exploited to estimate the changes from
the old environment to the new environment as three types.
+is feedback reflects the intensity of environmental change
to some extent. +en, in the response mechanism, there are
three prediction models involving the convergence and
diversity of the population, and different dynamics are
considered, in which one of them is activated accordingly to
generate initial population. +at is to say, each type of
environmental change obtained by the change detection
mechanism is associated with a prediction model to initialize
population in new environment. In the whole process of
evolution, the optimal populations found in historical en-
vironments will be preserved to predict an initial population
for the new environment. After comparing with three state-
of-the-art DMOEAs on a large number of test DMOPs, the
experiments show the superiority and reliability of the
proposed DMOEA-LEM.

+e rest of this paper is organized as follows. Section 2
describes the related works of DMOEAs and our motiva-
tions to propose DMOEA-LEM. Section 3 presents the
details of DMOEA-LEM. Section 4 provides and discusses
the experimental results of DMOEA-LEM with other
DMOEAs. At last, our conclusions and future work are
outlined in Section 5.

2. A Short Review of Related Work

In this section, the definition of DMOPs is first given in
Section 2.1. +en, in Section 2.2, some related works on
DMOEAs are summarized, and the motivations to design
the proposed DMOEA-LEM are provided in Section 2.3.

2.1. Dynamic Multiobjective Optimization Problems. In this
paper, the unconstrained DMOP is mathematically defined
as follows:

minimizeF(x, t) � f1(x, t), f2(x, t), . . . , fm(x, t)( 
T

subject to x ∈ Ωx, t ∈ Ωt,

(1)

where F(x, t) is a set of m objective functions at time t, and
x � (x1, x2, . . . , xn)T is a n-dimensional vector in the de-
cision space Ωx ∈ Rn. Here, t is the time index in the time
space Ωt, which is defined by

t �
⌊τ/τt⌋

nt

, (2)

where τ and τt represent the generation counter and the
frequency of change, respectively, and nt is the change se-
verity in a problem at time t. A smaller value of τt means

Static MOEAs

Environment detection mechanism

Change response mechanism

Start

End?

Changed?

End

No

Yes

No

Yes

Figure 1: +e overall framework of DMOEA.
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more frequent changes, while a smaller value of nt indicates a
larger vibration in each change.

Definition 1. At time t, x1 is said to dominate x2, if and only
if ∀ i ∈ {1, 2, . . ., m}, fi(x1, t)≤fi(x2, t), and ∃ j ∈{1, 2, . . .,
m}, fj(x1, t)< fj(x2, t), where fi(x, t) is ith objective value
at time t.

Definition 2. At time t, x∗ ∈ Ωx is said to be Pareto optimal,
if no other x ∈ Ωx can dominate x∗.

Definition 3. At time t, the set of Pareto-optimal solutions is
termed the tth PS (PSt), and the corresponding PF is called
the tth PF (PFt).

2.2. Related Works. At present, the research studies of
DMOEAs mainly concentrate on designing the effective
change detection mechanism and the corresponding re-
sponse mechanism. For the change detection mechanism,
the existing DMOEAs usually use two methods to judge
whether the environment has changed: one is to re-evaluate
the objective values of some individuals once the number of
generation is increased and then determine whether the
environment has changed by comparing the objective values
before and after the generation counter is updated. +is idea
is simple and effective, which is adopted by many DMOEAs,
such as [28, 29]. +e other detection method is designed
based on the performance and behaviors of the algorithm in
the process of evolution, such as [30, 31]. +e former is an
easy-to-use method, and it is also used in our detection
mechanism. Another emphasis on DMOEAs is to design the
change response mechanism, which aims to make pop-
ulation track the environmental change and hopes to have a
better fitness at the start of new environment. If the response
mechanism can provide a good initial population that is very
close to the true PF of new environment, it will significantly
speed up the convergence of DMOEAs. According to the
evolutionary behaviors, DMOEAs can be roughly divided
into the following three categories.

(1) Diversity-based DMOEAs: the diversity-based
DMOEAs focus on maintaining the diversity of the
evolutionary population. In order to quickly track
the new environment, it is encouraged to mutate an
already converged population in order to jump out
of the current optimal state, which will increase the
population diversity. +is is usually implemented in
two ways. +e first is to respond to dynamics after a
change in the environment is detected, which is
called diversity introduction [20]. For example, the
population is divided into two parts in [32], re-
spectively, for running random initialization and
Gaussian variation after the environmental change,
and some new solutions are injected into the pop-
ulation to participate in the competition for survival.
In [33, 34], some hypermutation operators are used
to disturb some solutions with good convergence
abilities in the old environment, which are expected
to jump out of their original positions. +e second

approach is called as diversity maintenance [20]. In
this approach, solutions are only required to show a
relatively scattered state in the search space so that
the population can quickly respond to changes in the
new environment. In [35], a random immigration
mechanism and an intrinsic diversity maintenance
strategy are designed to adapt the population to the
dynamic changes. In [36], a thresholdmethod is used
to enhance the population diversity, and this strategy
of diversity maintenance can efficiently work without
any change detection mechanism. Moreover, other
diversity maintenance methods are reported in
[16, 37–40].

(2) Convergence-based DMOEAs: the major purpose of
this method is to speed up the convergence by using
the historical information. In particular, this ap-
proach has an obvious advantage when the new PS is
somewhat similar to the previous PS, or the envi-
ronment changes with regular patterns. In most
related algorithms, the optimal solution sets of
historical environments are all maintained in the
process of evolution, which will be reused in new
environment. +is kind of techniques is known as
memory mechanism [16, 20], which is very effective
and remarkable when handling DMOPs with peri-
odic changes. For example, a memory-based
DMOEA [41] is reported with three models for
initialization, exploration, and archiving, respec-
tively. In [42], a hybrid memory method is run based
on the archive, which reinitializes population by re-
evaluating the previous nondominated solutions or
by conducting a local search for the elite solutions
preserved in the archive. In addition, an immune
cloning algorithm with memory strategy is extended
to dynamic environment in [43] and the historical
knowledge is used to build up a dynamic evolu-
tionary model in [44]. More research studies along
this direction can refer to [45–48].

(3) Prediction strategy-based DMOEAs: this kind of
approaches obtains the movement rules of the
changing PS/PF by analyzing the historical records,
which tries to estimate the future PSs/PFs for new
environment. Prediction techniques usually generate
an initial population for the optimizer, which is
expected to approach or evenly cover the real PS in
new environment [22]. Since historical populations
are also used, the prediction-based method is usually
coupled with the memory mechanism [21]. If the
position of the new PS can be predicted, the tracking
speed will be greatly accelerated and the tracking
accuracy will be significantly improved. For example,
a forward prediction strategy is proposed based on
the autoregressive model [49] and other prediction
models are developed by regularity property [18, 50].
+ey track the movement of the center of the PS
manifold in different dynamic environments, thus
generating a new population within the neighbor-
hood around the expected location of the new PS. A
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gradient-based prediction operator is suggested in
[51] to predict the optimal moving direction of the
population. More recent studies of prediction
strategies for DMOEAs can be found in
[17, 19, 52, 53], which have become more and more
popular due to its high accuracy and flexibility.

3. The Proposed DMOEA-LEM Algorithm

In this section, the details of DMOEA-LEM are introduced.
+e framework of DMOEA-LEM is provided in Section 3.1.
+en, the change detection mechanism with the function of
feedback change type and the response mechanism with
multiple prediction models are, respectively, introduced in
Sections 3.2 and 3.3.

3.1. +e Framework of DMOEA-LEM. +e pseudocode of
the proposed DMOEA-LEM is provided in Algorithm 1,
which is based on the traditional framework of DMOEA,
which will detect the environmental change and make a
proper response during the evolutionary procedure. Dif-
ferent from other DMOEAs [41, 42, 49, 51] based on his-
torical information prediction, our algorithm considers the
influence of the degree of environmental change and ac-
cordingly uses a suitable environment detection mechanism.
According to the type of environmental change, one specific
environment response is activated. In DMOEA-LEM, there
are two inputs for DMOEA-LEM: the population size N and
the limited maximal generation maxGen. In line 1, the time
step t is set to 1 and the set POP including the final pop-
ulation of each environment is initialized as an empty set.
+en, the parent population P is randomly initialized with
N solutions in the whole decision space, and the gener-
ation counter gen is initialized as 0 in line 2. After that, one
static MOEA (MOEA/D-IRA [54] is used in this paper) is
applied to obtain the population Qt for next generation in
line 3. +ereafter, DMOEA-LEM enters the main loop and
iteratively runs the procedures of lines 4–15 until the
termination condition is satisfied, i.e., gen �maxGen. At
each generation, it is required to clear the set FQ in line 5,
which will be used to record the objective values. +e
objective values of each solution in population Qt are
calculated and stored in FQ in line 6. +en, the generation
counter gen is added by 1 in line 7. Obviously, both the
optimization problems and the mapping from the deci-
sion space to objective space may change with the increase
of generations. Accordingly, the environment detection
strategy is adopted to detect whether the environment has
changed or not in line 8, and then two outputs can be
obtained, i.e., the label flag which is used to indicate
whether the environment is changed and the correlation
coefficient corr. +e details of this method are further
described in Section 3.2. After that, different response
strategies are activated to generate the next population
according to the obtained flag, if the environment has
been changed, i.e., flag � true. +en, the population set
POP is updated by adding the current population Qt in
line 10 and the time step t is added by 1 in line 11. +e

initial population Qt of the new environment is acquired
by the suggested response strategy in line 12. On the
contrary, as shown in line 13, the static algorithm MOEA/
D-IRA [54] is used to continually evolve the population if
the environment is consistent before and after the gen-
eration counter is changed. Note that the details of
multiple response strategies are introduced in Section 3.3.
At last, when gen reaches maxGen, the final population set
POP is returned, which stores the optimal solution set in
each environment in line 16.

3.2. Environment Detection Strategy. In this section, the
environment detection strategy is introduced. For most
DMOEAs [16–19, 23–27], they usually do not take into
account the type and extent of environmental change, and
there are only few studies [22] on which kinds of changes
happen in the environment and their effects on the pre-
dicted population. In our change detection mechanism, if
the environment has changed, the types of change are
estimated simultaneously. Since the solutions obtained by
NSGA-II [55] can embody the convergence and diversity of
the current population to a certain extent, a set R including
N/10 solutions obtained by NSGA-II plays an important
role in our environment detection strategy.+e solutions in
R are re-evaluated by calculating their objective values so
that the environment changed or not will be determined
according to the similarities and differences of the two
evaluation results. Moreover, the set R is further employed
to calculate the linear correlation between the two envi-
ronments when the environment has changed. +en, the
type of change is estimated by the linear correlation co-
efficient corr.

+e pseudocode of our environment detection strategy is
provided in Algorithm 2, which includes three inputs: the
objective vector set FQ of population Qt before the gener-
ation counter is increased, the current populationQt, and the
population size N. In line 1, the label flag is initialized to
false, which indicates that the environment has not changed,
and FR is set to an empty set. Note that FR records the
objective values of Qt after the generation counter is in-
creased. To effectively detect the degree of correlation before
and after the environmental change, our detection mecha-
nism adopts the fast nondominated sorting and the crowing
distance [55] to select N/10 solutions in line 2, and these
solutions constitute a solution set R. After that, the obtained
solution set R is used to detect whether the environment has
changed in lines 3–10. Here, for each solution Ri ∈ R, where
i� 1, 2, . . ., N/10, its objective values for the current envi-
ronment are calculated and the objective vector is recorded
as FR

i in line 4. +en, find the original objective vector F
Q
i of

the corresponding solution from FQ in line 5 and then
compare FR

i and F
Q
i in line 6. If FR

i is different from F
Q
i , the

flag is marked as true in line 7, which means that the en-
vironment has changed with the increase of generation.
Particularly, if the environment changes, equation (3) is
applied for estimating the degree of linear correlation co-
efficient corr of the two adjacent environments in line 12 as
follows:
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corr(t, t + 1) �
cov pt

,pt+1
 

std pt
  × std pt+1

 




, (3)

cov pt
,pt+1

  � E pt
− E pt

   · pt+1
− E pt+1

   , (4)

where equation (4) is used to calculate the covariance of pt

and pt+1, and p is an one-dimensional array. Equation (5)
and equation (6), respectively, denote the average and the
standard deviation of p:

E(p) �
1

|p|


|p|

i�1
pi, (5)

std(p) �
1

|p|


|p|

i�1
pi − E(p)( 

2⎛⎝ ⎞⎠

(1/2)

. (6)

In this paper, the interval in which the corr is located
determines the type of the change and three types of en-
vironmental changes, i.e., linear independence, strong linear
dependence, and weak linear dependence, are used in this
paper, using the following principles:

Type I: the change is linearly independent if
corr ∈ [0.0, 0.2)

Type II: the change is strong linearly dependent if
corr ∈ [0.7, 1.0]

Type III: the change is weak linearly dependent if
corr ∈ [0.2, 0.7)

It is observed that the higher corr value indicates the stronger
linear correlation, and this indicator is used for controlling the
use of multiple response strategies. At last, the label flag and the
correlation coefficient corr are outputted in line 14.

In order to facilitate the understanding of the process of
calculating the linear correlation coefficient corr, a simple
example is given in Figure 2. Here, there are eight solutions
in R, and the environments before and after the change are
recorded at time t and time t+1, respectively. As shown in
Figure 2(a), at time t, the eight white points indicate the
objective values of solutions in 2D objective space at current
moment. For each objective, the solutions with the mini-
mum objective values are selected as the boundary points,
i.e., the red points x1 and x2, and then a lineH is constructed
to go through these two points, which is formalized as
k1f1 + k2f2 + p � 0. After that, this line is translated (i.e., fix
the two coefficients k1 and k2) so that it passes through each
solution in R. For each solution, xi ∈ R corresponds to a line
Ht

i parallel to H and has an intercept pt
i ∈ pt, where i� 1, 2,

. . ., N/10 and pt is the set of intercepts in time t. In
Figure 2(a), H and Ht

a are represented by black solid lines
and blue dashed lines, respectively, where a is a point at time
t. Suppose that the environment has changed at time t+ 1,
and the objective values of solutions may be different from
that at time t.+us, each solution corresponds to a new point
in the objective space at time t+1, i.e., the black points in
Figure 2. Just like at time t, the same line H is translated and
goes through all the black points, and then each solution

xi ∈ R corresponds to a new line Ht+1
i and an intercept

pt+1
i ∈ pt+1 at time t + 1. In Figure 2(a), for the point b at time

t+1, the corresponding Ht+1
b is marked by the red dashed

line. Note that the relationships between the intercepts
p/pt

i /pt+1
i and the coefficients k1/k2 are reflected in the in-

tersection of the corresponding line and each objective axis,
such as the point (0, − p/k2) and (− p/k1, 0). Similarly, for the
3D objective space plotted in Figure 2(b), the calculation of
corr is similar to that in the 2D objective space, in whichH is
a hyperplane.

3.3. Multiple Response Strategies. In general, DMOEAs
reinitialize the population when the environment has
changed. A good initial population can effectively promote
MOEAs to find some superior solutions in the new envi-
ronment. However, how to provide a good initial population
after the change of environment is a challenging problem for
solving DMOPs. +us, multiple response strategies are
suggested according to the types of changes which are de-
tected by the above environmental change detection in
Section 3.2, which belongs to the category of prediction-
based DMOEAs. In this paper, each type of environmental
change will activate a distinct initialization scheme, in which
three models are built for generating new solutions under
different situations.

After the environmental change, the position of each
individual in the objective space usually changes. For each
solution of current population, the moving vector v of a
solution is formed by its former and latter two positions in
the objective space, which shows the direction and step
length of a solution in the objective space. In our multiple
response strategies, the vector v is a key element that not
only implicitly guides the model to be used but also roughly
determines the position of new population.

3.3.1. Model A. If the estimated type of the change is linear
independent (i.e., Type I), the initial population Qt for new
environment is generated by initializing the nondominated
individuals randomly as follows:

Q
t

� Q
T
nd ∪X′, (7)

where QT
nd is the nondominated solution set of the last

population POPT in POP at time t (T is also the size of POP)
and X′ is the new solution set generated by random ini-
tialization as follows:

X′ � randomInitialize N − Q
T
nd



  + ε, (8)

where the function randomInitialize() is used to randomly
obtain N − |QT

nd| solutions, as shown in line 2 of Algo-
rithm 1, N is the population size, and ε is the Gaussian noise.

In this scheme, model A is suitable for the situations
where the environment changes dramatically and irregu-
larly. +e lower value of corr indicates that there is basically
no linear dependent between the two environments before
and after the change. Under this linearly independent
change, the moving step lengths and directions of
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individuals in the objective space are quite different, and
the obtained intercepts of new environment are scattered.
+erefore, some solutions for new environment are ob-
tained by random initialization, which is common to
respond to environmental changes. Considering the good
convergence of nondominated solutions, the set QT

n d is
preserved as another part of initial population for new
environment. In summary, model A considers both di-
versity and convergence after a disordered environmental
change.

3.3.2. Model B. If the estimated type of the change is
strong linearly dependent (i.e., Type II), the initial pop-
ulation Qt is generated by this model B, which is a scheme
based on the centroid movement of nondominated so-
lutions as inspired by SEGA [19]. In model B, considering
that the moving vectors of most solutions in current
population are highly consistent, it is expected that the
rules contained in historical information can effectively
help to predict the new population. Here, the final pop-
ulations POPT and POPT− 1 in the last two historical en-
vironments stored in POP are used to extract the moving
vector vt. +en, the moving vector vt from POPT− 1 to
POPT is calculated by

vt
� x

T
nd − x

T− 1
nd , (9)

where xT
nd and xT− 1

nd , respectively, indicate the centroids of
POPT and POPT− 1. Unlike the moving vector of solutions
mentioned above, vt represents the moving vector of pop-
ulation. In this paper, the centroid xT

nd of population POPT is
defined as the centroid of nondominated solutions, which is
given by

x
T
nd �

1
Q

T
nd






QT
nd| |

i�1
x

T
i , (10)

where xT
i ∈ QT

nd and QT
nd is the nondominated solution set of

POPT. As shown in Figure 3, in the 2D decision space, the
solutions of POPT− 1 and POPTare expressed by the white and
black points, respectively, and the two red points are their
corresponding centroids. +en, for each solution in the
initial population Qt, it is derived from the movement of the
solution in POPT along the moving vector vt, and the ith
solution xt

i of the population Qt is calculated by

x
t
i � x

T
i + vt

+ ε, (11)

where xT
i is the ith solution in POPT (i� 1, 2, . . ., N). In

Figure 3, the yellow points are the solutions in Qt. In
conclusion, for model B, it can be abstracted as the following
mathematical expression:

Q
t

� x
t
1 ∪ x

t
2 ∪ , . . . , ∪x

t
N,

x
t
i � x

T
i + vt

+ ε.

⎧⎨

⎩ (12)

where i� 1, 2, . . ., N.
+is response model uses the final populations of the two

adjacent environments to predict the initial population Qt of
new environment. In the case of relatively small environ-
mental changes, there is a great deal of consistency in the
moving vectors of most individuals, and the higher value of
corr implicitly expresses this characteristic. Under this type
of change, we regard the environments before and after the
change as a strong linear dependent type. According to the
principle based on the prediction method, the movement
trend of historical populations can provide useful

f2

f1

x1

x2

a

b

0

H

(0, –pb
t+1/k2)

( –pb
t+1/k1, 0)

(0, –pt
a/k2)

(–pt
a/k1, 0)

(0, –p/k2)

(–p/k1, 0)

t
aH

Objective in time t 
Objective in time t + 1

t+1
bH

(a)

f3

f1

f2

x2

x3

x1

b

a

0

H

t+1
bH

t
aH

(b)

Figure 2: +e process of calculating the linear correlation coefficient corr.
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information for prediction, and a simple strategy of centroid
movement based on linearity is proposed. In addition, since
the nondominated solutions are more consistent with the
true PF at time t, the centroid is calculated by using the
nondominated solution set instead of the whole population,
so as to reduce a certain error. In summary, model B is used
for the situation that the environmental changes are ap-
proximately linear, which has very low complexity on time
and space.

3.3.3. Model C. If the estimated type of the change is weak
linearly dependent (i.e., Type III), the population Qt is
obtained by this model C. Its main idea is to make the al-
gorithm search randomly in a certain range, which is a
compromise scheme between model A and model B. When
the environmental change is detected as Type III, the ith
solution of initial population Qt is obtained by

x
t
i � x

T
i + r × vt

+ ε, (13)

where r is a random value in the range (− 1, 1) and vt is
calculated by equation (9). From equation (13), it can be
observed that each solution in POPTmoves randomly within
a certain interval, which is determined by the moving vector
of the historical centroids. +en, model C can be summa-
rized as follows:

Q
t

� x
t
1 ∪ x

t
2 ∪ , . . . , ∪x

t
N,

x
t
i � x

T
i + r × vt

+ ε,

⎧⎨

⎩ (14)

where i� 1, 2, . . ., N. Figure 4 gives an illustration about the
search range of model C, where the white points are the

solutions in POPTand the red point indicates the centroid of
POPT. In the range of ±vt, all solutions in POPT move
randomly along the direction of vt/− vt and then the yellow
points are the obtained solutions of Qt.

Model C is used in the case of weak linear dependent
type, i.e., the correlation between the two environments
before and after change is not very strong but not absent.
Under this type of change, the moving vectors of individuals
are not as discrete as that in Type I and are not as consistent
as that in Type II. +us, the random initialization strategy
and the centroid-based movement strategy are combined to
randomly initialize each point in POPT in a certain area.

+e pseudocode of our multiple response strategies is
provided in Algorithm 3. After getting the value of corr by
the environment detection strategy in Algorithm 2,
DMOEA-LEM generates an initial populationQt for the new
environment once a change is detected. In line 1, population
Qt is initialized as an empty set and T is set to the size of POP,
where POP stores all historical populations. If there is only
one population in POP, this means that the environment has
changed only once so far. +en, model A is adopted to
obtain population Qt at current time t in line 3, and POPT is
the newest population in POP. In other words, it is the final
population in the last environment. Moreover, if the es-
timated type of environmental change is linearly inde-
pendent (i.e., line 5), model A is still used to generate the
initial population Qt in line 6. Additionally, if the estimated
type of environmental change is strong linearly dependent
or weak linearly dependent, Qt is acquired by model B or
model C (i.e., line 8 and line 9), where POPT− 1 is the final
population of the second last environment in POP. At last,
an initial population Qt for new environment is exported in
line 12.

4. The Experimental Studies

4.1. Related Experimental Information

4.1.1. Compared MOEAs. In order to validate the perfor-
mance of our proposedmethod, three competitive DMOEAs
are used to testify the performance of our proposed
DMOEA-LEM, which are briefly introduced below.

(1) PPS (see [14]): considering continuous and periodic
DMOPs, Zhou et al. proposed an environmental
response strategy named PPS based on prediction of
historical information. In this algorithm, the Pareto
solution set is divided into two parts: (1) the centroid
of the population and (2) manifold. In a certain
sense, the centroid determines the position of the
population, and the manifold indicates the contour
of the population. During the evolutionary process,
the sequence of centroid points of each environment
is preserved, and then the centroid of next envi-
ronment is predicted using an autoregression (AR)
model over a number of consecutive time steps.
Analogously, the similarity and variance between the
historical manifolds are calculated to estimate the
new manifold. As the environment changes, the
initial population of the new environment will be

x2

x10

vt

vt

POPT–1

xT–1
nd

xT
nd

POPT

Qt

Figure 3: +e process of generating an initial population using
model (B).
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created by the predicted centroid and manifold. In
general, PPS is a dynamic multiobjective distribution
estimation algorithm based on the regularity model,
which has good performance when dealing with
DMOPs with continuous changes.

(2) MOEA/D-KF (see [20]): in MOEA/D-KF, Arrchana
et al. embed the Kalman Filter model [56] into
MOEA/D as the dynamic response mechanism. In
the response process, half of the initial population for
the new environment is randomly generated, and the
other half is predicted by the Kalman Filter by
tracking individual trajectories. In this algorithm,
there are two filter models, i.e., 2-DKF (2by2KF) and
3-D KF (3by3KF), in which 2D KF corresponds to a
second-order observation matrix, which records the
displacement and velocity of the individual, while 3D
KF corresponds to a third-order observation matrix,
which also records the acceleration of the individual.
When the change is detected, the learning trajectory
is used to predict the location of the Pareto solution
set. +is algorithm has more advantages in solving
some problems with simple linear changes on ac-
count of the setting of the Kalman Filter. However, if
the environment changes sharply, the solution
movements are haphazard, so the trajectories tracked
by the Kalman Filter are relatively chaotic which will
cause large errors.

(3) SGEA (see [19]): this algorithm combines the fast
and steadily tracking ability of steady-state algo-
rithms and good preservation on diversity. After
successfully detecting the environmental change, it
answers the environmental change in a steady-state

manner. +e initial population of the new envi-
ronment consists of two kinds of solutions, half of
which are old solutions and the others are new so-
lutions. For the old solutions, they are derived from
some well-distributed solutions in historical envi-
ronments, and some basic understanding of the
landscape of the new environment is provided to this
algorithm by re-evaluating these old solutions. +e
new solutions are predicted based on the interactions
with the external archive to improve the convergence
speed. In general, this algorithm can quickly adapt to
the changing environment and is expected to provide
good tracking ability.

4.1.2. Benchmark Problems. In this study, four test suites
containing 27 dynamic benchmark problems are used to
examine the performance of the proposed approach, i.e.,
FDA1-FDA5 [12], dMOP1-dMOP2 [16], ZJZ1-ZJZ6 [14],
and DF1-DF14 [57]. In the research of DMOEAs, both FDA
and dMOP are classic and typical test suites, which are
created in 2004 and 2009, respectively. In [12], M. Farina
et al. presented the FDA dynamic test suite based on ZDT
and DTLZ test functions, and they classified DMOPs into
four types according to the changers of PS and/or PF with
time. In the FDA test suite, there are two problems of type I
(i.e., FDA1 and FDA4), two problems of type II (i.e., FDA3
and FDA5), and one problem of type III (i.e., FDA3).
Specially, the density of solutions along the PF has time-
varying property in FDA3 and FDA5, which increases the
challenge of problems. For the dMOP test suite, we choose
type III problem (dMOP1) and type II problem (dMOP2),
and the changing PSs of dMOP1 and dMOP2 follow a si-
nusoidal pattern. In six ZJZ problems (F5–F10) [14], all of
them have nonlinear correlation between decision variables.
Besides that, the PSs of ZJZ1-ZJZ3 are 1D curves and the PSs
of ZJZ4 are 2D surfaces. Most of them change the envi-
ronment smoothly for each environment, and the geometric
shapes of two consecutive PFs are similar to a certain degree
[14, 20]. +en, in order to further verify the performance of
all the compared algorithms on more difficult problems, two
more complicated test instances (ZJZ5 and ZJZ6) are
designed. Recently, S. Jiang et al. propose a novel DF test
suite, which includes nine biobjective problems (i.e., DF1-
DF9) and five three-objective problems (i.e., DF10- DF14).
In particular, the DF test suite includes some functions from
other test suites, e.g., FDA, dMOP, ZJZ, and JY [58].
Compared with the previous classic DMOPs, DF has more
complex and difficult properties, such as disconnection,
irregular PF shapes, time-dependent geometries, and vari-
able linkages [57] so that this test suite is more consistent
with the dynamic optimization problems of the real word.
Most of the above test instances have periodical changes, and
their definitions can be found in the corresponding original
literatures.

4.1.3. Performance Metrics. In this paper, two metrics are
adopted to investigate the performance of convergence and
diversity, i.e., mean inverted generational distance (MIGD)

x2

x10

vt

–vt xT
nd

POPT

Qt

Figure 4: +e process of generating an initial population using
model (C).
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[59] and mean hypervolume (MHV) [13]. In the study of
static MOEAs, the inverted generational distance (IGD) [60]
and the hypervolume (HV) [61] are widely applied to
evaluate the optimization performance, which are slightly
modified for evaluating DMOEAs.

(1) Mean inverted generational distance (MIGD): IGD is
a main performance indicator which provides a
quantitative measurement for convergence and di-
versity. +e IGD is calculated by

IGD P
∗
t , Pt(  �

1
P
∗
t





x∈P∗t

dis x, Pt( , (15)

where P∗t is a set of points which are uniformly
sampled on the true PF at time t, Pt is the population
obtained by MOEAs, and dis(x, Pt) is the minimum
Euclidean distance between a point x ∈ P∗t and the
points in Pt. Note that the calculation of IGD requires
the prior knowledge of true PF. In this paper, we use
the method suggested in [62] to sample 10,000 and
22,500 uniformly distributed points on the true PF at
each corresponding time for biobjective and three-
objective problems, respectively, so as to form P∗t .
+en, the MIGD metric is defined as the average of all
the IGD values in a time step T over a run, which is
given by

MIGD �
1
T


t∈T

IGD P
∗
t , Pt( . (16)

In this paper, T is set to (0, 120) and the smaller
MIGD value indicates the better convergence and
diversity.

(2) Mean hypervolume (MHV): in the static MOEAs,
HV is also a popular performance metric. For the
computation of HV, the reference point
zt � (zt

1 + 0.5, zt
2 + 0.5, . . . , zt

m + 0.5) is required,
where zt

m is the maximum value of the jth objective
in the objective space at time t, and zt is dominated
by all Pareto-optimal solutions at the corresponding
time. +e HV metric is defined as

HV P
t

  � VOL ∪
x∈Pt

f1(x), z
t
1  × · · · × fm(x), z

t
m  ,

(17)

where VOL is the Lebesgue measure. In particular, the
solutions dominated by zt are discarded for HV cal-
culation. +en, the MHV metric is calculated by

MHV �
1
T


t∈T

HV P
t

 . (18)

4.1.4. Experimental Parameter Settings. In the experiments,
all the considered DMOEAs are independently run 20 times
on each test problem and their parameters are set as sug-

gested from their original studies. Some key parameters in
these algorithms are set as follows:

(1) Population size and number of variables: the pop-
ulation size N is set to 100 and 300 for biobjective
and three-objective problems, respectively; the
number of variables d is set to 20 for FDA, dMOP,
and ZJZ problems, while d is set to 10 for the CEC
test problem.

(2) Reproduction operators: the crossover probability is
CR� 1.0 and the scaling factor is F� 0.5 in the DE
operator [63]. +e distribution index is ηm � 20 and
the mutation probability is pm� 1/d in the poly-
nomial mutation (PM) operator [64], where d is the
number of variables. +e crossover probability is
pc� 1.0 and its distributions index is ηc � 20 in
simulation binary crossover (SBX) [65].

(3) Stopping criterion, the change frequency and se-
verity: all the algorithms stop when there are 3600
iterations, i.e.,max τt � 3600. +e change frequency
is τT � 30 and the change severity is nT � 10; there-
fore, there are 120 environmental changes in the
evolutionary process.

(4) Other parameters: for the PPS, the ARmodel order is
p� 3, and the length of history mean point series is
M� 23. In SGEA, the archive size is set the same as
the population size N.

4.2. Comparison with Several Competitive DMOEAs. In this
paper, the MIGD and MHV metrics are used as the indi-
cators to evaluate the performance of considered DMOEAs,
and the comparison results of DMOEA-LEM with other
three algorithms using MIGD and MHV are summarized in
Tables 1 and 2, respectively. Here, the MIGD (or MHV) and
the mean of standard deviations (in parenthesis) of 20 runs
are provided, and for each test problem, the best results, i.e.,
the smallest MIGD or the largest MHV among these
comparison algorithms, are highlighted in bold with a gray
background. Furthermore, the Wilcoxon rank-sum test [66]
with 0.05 significant level is carried out to verify the sta-
tistically significant differences between the results of
DMOEA-LEM and other three compared DMOEAs. +e
symbols “+”, “≈” and “− ” are, respectively, used to indicate
that the metric values of corresponding algorithm are sig-
nificantly better than, similar to and worse than that of
DMOEA-LEM.

As shown in Table 1, the MIGD values of four algorithms
are listed. It can be seen that DMOEA-LEM performs better
than its three competitors on 27 test problems. As observed
from the second last row of Table 1, DMOEA-LEM performs
best in 10 out of 27 problems, while PPS, MOEA/D-KF, and
SGEA are best in 5, 6, and 6 problems, respectively. In the
last row of Table 1, DMOEA-LEM outperforms PPS, Kal-
man, and SGEA in 18, 15, and 17 problems, respectively.
Considering the FDA test problems, for the 2-objective
FDA1 and FDA3 with regular convex PFs, the performance
of DMOEA-LEM is worse than that of MOEA/D-KF on
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them. On 2-objective FDA2, DMOEA-LEM has the best
MIGD value. For 3-objective FDA4 with a fixed and non-
convex PF, the performance of DMOEA-LEM is also

promising. Regarding the 3-objective FDA5 with variable
and nonconvex PFs, DMOEA-LEM performs slightly worse
than SGEA. Specifically, the PF changes of FDA5 tend to the

Input: N, maxGen
Output: the stored solution sets in each environment: POP� {Q1, Q2, . . .}
(1) t� 1, POP�∅
(2) initialize a population P and set gen� 0
(3) Qt �MOEA/D-IRA(P)
(4) while not terminate do
(5) FQ �∅
(6) calculate the objective values for each solution in Qt (stored in FQ)
(7) gen� gen +1
(8) [flag, corr]�ChangeDetection(FQ, Qt, N) //Algorithm 2
(9) if flag� � true //is Changed
(10) POP�POP∪{Qt}
(11) t� t+ 1
(12) Qt �Response(corr, POP) //Algorithm 3
(13) else Qt �MOEA/D-IRA(Qt)
(14) end if
(15) end while
(16) return POP

ALGORITHM 1: General framework of DMOEA-LEM

(1) flag� false,FR �∅
(2) select N/10 solutions from Qt by fast nondominated sorting and crowding distance (stored in R)
(3) for i� 1 to N/10
(4) calculate the objective values of ith solution in R (stored as FR

i )
(5) find the original objective values of ith solution in R (stored as F

Q
i )

(6) if FR
i !� F

Q
i

(7) flag� true
(8) break
(9) end if
(10) end for
(11) if flag� � true
(12) calculate the corr of FR

i and F
Q
i using equation (3)

(13) end if
(14) return [flag, corr]

ALGORITHM 2: ChangeDetection (FQ, Qt, N).

(1) Qt �∅, T� |POP|
(2) if T� �1
(3) the initial population Qt is generated by model A consisting of POPT //equation (7)
(4) else
(5) if corr< 0.2
(6) the initial population Qt is generated by model A consisting of POPT

(7) else if corr≥ 0.7
(8) Qt is generated by model B consisting of POPT and POPT− 1 //equation (12)
(9) else Qt is generated by model C consisting of POPT and POPT− 1 //equation (14)
(10) end if
(11) end if
(12) return Qt

ALGORITHM 3: Response(corr, POP).
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translation of the front, so SGEA and the proposed
DMOEA-LEM make a better response to environmental
change with strong linear dependence. For the dMOP test
problems, the PF changes of dMOP1 and dMOP2 are similar
to that of FDA2. It seems that our DMOEA-LEM is worse
than SGEA and MOEA/D-KF in dMOP1 and dMOP2,
respectively. Because the model A in the proposed response
mechanism has significant randomness, our algorithm
performs poorly for such problems with drastic changes in
the environment. In ZJZ test suite, except 3-objective ZJZ4
with a fixed and regular concave PF, other test problems are
two-dimensional and have separable PF changes. From
Table 1, there is no significant difference in the performance
of PPS, MOEA/D-KF, and DMOEA-LEM for solving ZJZ
test suite, since each of them performs best on two test
problems, respectively, while the results of SGEA on this test
suite are relatively poor.

Apart from the test problems mentioned above, the
results of four algorithms on DF test suite are also provided.
It is obvious that DMOEA-LEM is better than other algo-
rithms as it obtains the best results on 6 problems, while PPS,
MOEA/D-KF, and SGEA are, respectively, best on 3, 1, and 4
problems. For the 2-objective problems, DMOEA-LEM
obtains the best results on DF1-DF3 and DF9. For DF1 and
DF2, they have a simple and identical dynamic on the PS,
while the PFs of DF1 change from convex to concave over
time, and the PFs of DF2 are fixed. Note that the switch of
the position-related variables on DF2 is a challenging

problem [57], which causes some variables to lose their
correlations in time series. +e changes of PFs on DF3 are
similar to DF1, but its changes on PSs are more complicated.
For DF9, its PFs have a time-varying number of discon-
nected segments, and there is no doubt that this is also a
difficulty in responding the changes. PPS performs better on
DF4, DF7, and DF9. +e characteristics of these three
problems are special and more complicated. +erefore, our
DMOEA-LEM is difficult to obtain satisfactory results
within the given evaluation budget. In addition, MOEA/D-
KF and SGEA are only good at DF5 and DF6, respectively.
Particularly, the PFs of DF5 are sometimes linear and
sometimes contain several locally concave/convex segments.
Also, the challenging property of DF6 is its varying PFs with
knee regions/points and long tails [57]. AlthoughMOEA/D-
KF and SGEA can solve these two problems better, they
perform poorly on other 2-objective DF test problems,
which reflect that they have some limitations in solving
general DMOPs.

To further investigate and compare the performance
differences between DMOEA-LEM and three competitors,
the statistical results of MHVmetric are provided in Table 2.
Overall, DMOEA-LEM shows a better performance when
considering all 27 test problems, as it performs best on 11
cases while PPS, Kalman, and SGEA are, respectively, best in
4, 7, and 5 cases. From the one-by-one comparison results
which are listed in the second last row, DMOEA-LEM
performs better than its three competitors in 19, 15, and 22

Table 1: Comparison results of MSDA-LEM and three competitive DMOEAs on 27 test problems using MIGD.

Problems T PPS MOEA/D-KF SGEA DMOEA-LEM
FDA1 0–120 1.2889E − 02(1.15E − 02)– 8.4088E− 03(7.58E− 04)+ 9.6888E − 03(1.77E − 03)+ 1.0115E − 02(2.52E − 03)
FDA2 0–120 9.3733E − 03(2.05E − 03)– 1.0048E − 02(5.23E − 03)– 1.5964E − 01(3.20E − 03)– 6.5859E− 03(4.54E− 04)
FDA3 0–120 1.5654E − 01(6.79E − 02)– 2.5006E− 02(4.96E− 03)+ 7.6209E − 02(6.92E − 03)– 4.3860E − 02(7.38E − 03)
FDA4 0–120 7.0570E − 02(5.22E − 03)– 4.5440E − 02(1.83E − 03)– 4.0543E − 02(1.64E − 03)≈ 4.0311E− 02(1.71E− 03)
FDA5 0–120 1.1568E − 01(1.63E − 02)– 8.8994E − 02(9.92E − 03)– 6.3885E− 02(2.35E− 03)≈ 6.6916E − 02(3.42E − 03)
dMop1 0–120 3.5702E − 02(3.77E − 02)– 8.8277E − 03(1.24E − 03)+ 7.4419E− 03(2.09E− 03)+ 1.1232E − 02(1.74E − 03)
dMop2 0–120 2.4418E − 02(2.20E − 02)– 8.8243E− 03(1.31E− 03)+ 1.1928E − 02(3.03E − 03)– 9.8082E − 03(2.72E − 03)
ZJZ1 0–120 4.9316E − 02(4.64E − 02)+ 2.9442E− 02(8.88E− 03)+ 6.4112E − 01(7.49E − 02)– 5.8137E − 02(3.68E − 02)
ZJZ2 0–120 7.6121E − 02(2.63E − 02)– 6.8823E − 02(3.12E − 02)– 3.1354E − 01(6.04E − 02)– 5.9327E− 02(3.50E− 02)
ZJZ3 0–120 3.4444E− 02(2.31E− 02)+ 3.5631E − 02(8.99E − 03)+ 1.6510E − 01(4.35E − 02)– 3.9169E − 02(1.73E − 02)
ZJZ4 0–120 4.0125E − 01(5.43E − 02)– 5.0992E − 02(2.43E − 03)– 2.5178E − 01(3.35E − 02)– 3.8294E− 02(1.07E− 03)
ZJZ5 0–120 1.1754E− 01(1.25E− 01)+ 1.3097E − 01(1.06E − 01)+ 1.2305E+00(2.43E − 01)– 3.7891E − 01(3.25E − 01)
ZJZ6 0–120 1.2698E − 01(6.20E − 02)+ 4.3115E− 02(2.24E− 02)+ 4.5433E − 01(8.64E − 02)– 1.5437E − 01(1.36E − 01)
DF1 0–120 5.5305E − 03(3.59E − 04)– 5.2318E − 03(4.13E − 04)– 4.9660E − 03(3.32E − 04)– 4.8700E− 03(3.28E− 04)
DF2 0–120 8.2571E − 02(5.99E − 04)– 8.1519E − 02(3.46E − 04)– 8.3628E − 02(2.86E − 03)– 6.5758E− 03(4.96E− 04)
DF3 0–120 5.9692E − 03(1.46E − 03)– 5.8328E − 03(4.74E − 04)– 2.9943E − 01(3.70E − 02)– 5.6119E− 03(3.86E− 04)
DF4 0–120 5.7102E− 02(3.47E− 03)+ 7.8713E − 01(1.49E − 03)– 8.3908E − 02(1.25E − 02)– 6.7776E − 02(2.27E − 03)
DF5 0–120 4.9816E − 03(3.02E − 04)+ 4.9689E− 03(1.83E− 04)+ 5.3249E − 03(3.39E − 04)– 5.2347E − 03(5.21E − 04)
DF6 0–120 3.8414E+00(1.43E+00)– 5.6860E − 01(3.70E − 01)+ 2.6958E− 01(1.81E− 01)+ 6.8176E − 01(7.13E − 01)
DF7 0–120 1.7029E− 02(4.55E− 04)+ 3.1020E − 01(1.85E − 02)+ 2.1328E − 01(1.39E − 01)+ 3.1811E − 01(2.15E − 02)
DF8 0–120 8.0924E− 03(2.01E− 03)+ 1.7642E − 02(2.58E − 03)+ 1.4459E − 02(2.67E − 03)+ 1.8091E − 02(2.49E − 03)
DF9 0–120 2.8554E − 02(9.45E − 03)– 1.5822E − 02(5.12E − 03)– 7.6924E − 02(3.38E − 02)– 1.2041E− 02(2.96E− 03)
DF10 0–120 1.3923E − 01(1.27E − 02)– 1.2312E − 01(1.31E − 02)– 9.1282E− 02(1.04E− 02)+ 1.0290E − 01(2.48E − 02)
DF11 0–120 6.6103E − 01(2.78E − 03)– 6.5075E − 01(1.27E − 03)– 6.5611E − 01(1.70E − 03)– 6.4929E− 01(1.16E− 03)
DF12 0–120 1.9669E − 01(1.89E − 02)– 1.3376E − 01(8.16E − 03)– 1.5959E − 01(9.42E − 03)– 9.9877E− 02(2.77E− 03)
DF13 0–120 1.4545E − 01(8.88E − 03)+ 2.4749E+00(4.47E − 02)– 8.1594E− 02(2.64E− 03)+ 1.6193E − 01(5.24E − 03)
DF14 0–120 5.5027E − 02(3.01E − 03)– 1.0376E+00(1.13E − 02)– 3.7214E− 02(1.57E− 03)+ 4.7877E − 02(1.46E − 03)
best/all 5/27 6/27 6/27 10/27
+/≈/– 9/0/18 12/0/15 8/2/17 —
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out of 27 cases. It is obvious that the results obtained by four
algorithms on MHV metric and MIGD metric are quite
divergent. Specifically, although DMOEA-LEM is worse
than MOEA/D-LEM on the classical DMOPs such as FDA,
dMOP, and ZJZ test suites, there are 8 best MHV values
obtained by DMOEA-LEM on the novel 14 DF test prob-
lems, while MOEA/D-KF is completely inferior to DMOEA-
LEM on the DF problems. In addition, for all test instances,
both PPS and SGEA fail to show encouraging performance
in terms of the MHV metric. In summary, according to
Tables 1 and 2, the proposed DMOEA-LEM shows some
appealing results in a variety of DMOPs, which benefits from
the effective detection and response mechanism for envi-
ronmental changes. However, when considering that PPS
and MOEA/D-KF need to train a large number of mathe-
matical models, their prediction strategies may fail to detect
periodic drastic environmental changes. For SGEA, in the
early stage of evolution, the quantity and quality of non-
dominated solutions may not be sufficient to support the
algorithm to obtain effective population movement infor-
mation. Furthermore, SGEA also has certain limitations in
solving the problems with strong variable linkages or
changes causing a significant diversity loss.

To have a graphical view of these algorithms’ tracking
ability, the PF approximations of 2-objective FDA2, dMOP1,
DF8, and DF4 are plotted in Figures 5 and 6. As shown in

Figure 5, for FDA2, its true PFs change from convex to
concave. When the continuous environment changes sig-
nificantly, the distributions of the corresponding true PFs
are relatively sparse (i.e., the middle region of the FDA2’s
true PFs). It can be observed that the solutions obtained by
PPS are roughly uniformly distributed on the corresponding
sparse PFs, but it is difficult for PPS to achieve convergence
when the changes of PFs are not obvious (i.e., the extremely
convex and extremely concave regions). For SGEA, its
obtained solutions cannot match the corresponding PFs
evenly, which mainly concentrate on the middle region of
the true PFs. +e performance of MOEA/D-KF is not sat-
isfactory, as it could not explore the solutions in the densely
distributed concave PFs. By contrast, the proposed
DMOEA-LEM outperforms the competitors in both con-
vergence and diversity, and the obtained solutions are
distributed evenly and widely to cover all the PFs. For
dMOP1, it has the same characteristics as FDA2, but the
change degree between the adjacent PFs is reduced. Hence,
the true PFs of dMOP1 are denser. +ere is no significant
difference in the performance of PPS, SGEA and DMOEA-
LEM, as their obtained solutions can cover each PF uni-
formly and completely. However, for MOEA/D-KF, al-
though its obtained solutions also have an excellent
distribution, there are some solutions outside the boundary
of PFs, which are useless to the evolution of population. For

Table 2: Comparison of results of MSDA-LEM and three competitive DMOEAs on 27 test problems using MHV.

Problems T PPS MOEA/D-KF SGEA DMOEA-LEM
FDA1 0–120 7.0738E − 01(1.05E − 02)+ 7.1226E− 01(1.32E− 03)+ 7.0948E − 01(2.29E − 03)– 7.0999E − 01(4.11E − 03)
FDA2 0–120 5.7399E − 01(2.54E − 03)– 5.8237E− 01(7.35E− 03)+ 5.5317E − 01(2.99E − 03)– 5.7854E − 01(7.62E − 04)
FDA3 0–120 5.0135E − 01(3.12E − 02)– 5.6870E− 01(5.80E− 03)+ 5.2743E − 01(6.30E − 03)– 5.5305E − 01(8.31E − 03)
FDA4 0–120 4.9395E − 01(7.99E − 03)– 5.4267E − 01(4.11E − 03)– 5.5231E − 01(3.02E − 03)– 5.6285E− 01(1.76E− 03)
FDA5 0–120 5.1468E − 01(9.79E − 03)– 5.4703E − 01(4.67E − 03)– 5.5553E − 01(2.82E − 03)– 5.6406E− 01(1.96E− 03)
dMop1 0–120 5.3517E − 01(2.22E − 02)– 5.5131E − 01(1.35E − 03)+ 5.5531E− 01(1.68E− 03)+ 5.4669E − 01(1.93E − 03)
dMop2 0–120 5.4088E − 01(8.85E − 03)– 5.4871E− 01(1.92E− 03)+ 5.4484E − 01(3.49E − 03)– 5.4763E − 01(4.29E − 03)
ZJZ1 0–120 5.8610E − 01(3.19E − 02)+ 5.9753E− 01(1.21E− 02)+ 1.6313E − 01(2.49E − 02)– 5.6136E − 01(4.29E − 02)
ZJZ2 0–120 5.8181E− 01(1.68E− 02)+ 5.7625E − 01(1.88E − 02)+ 3.7886E − 01(3.28E − 02)– 5.6657E − 01(3.60E − 02)
ZJZ3 0–120 6.0776E− 01(1.94E− 02)+ 5.9760E − 01(9.99E − 03)+ 4.9035E − 01(2.67E − 02)– 5.8742E − 01(2.11E − 02)
ZJZ4 0–120 1.5196E − 01(2.34E − 02)– 5.2608E − 01(3.64E − 03)– 3.7274E − 01(2.33E − 02)– 5.6039E− 01(1.28E− 03)
ZJZ5 0–120 5.1720E − 01(7.31E − 02)+ 5.4510E− 01(4.57E− 02)+ 2.1556E − 01(3.96E − 02)– 3.8459E − 01(1.32E − 01)
ZJZ6 0–120 4.7096E − 01(5.38E − 02)+ 5.7869E− 01(2.93E− 02)+ 2.8024E − 01(3.80E − 02)– 4.5322E − 01(1.18E − 01)
DF1 0–120 5.5454E − 01(6.51E − 04)– 5.5523E − 01(7.66E − 04)– 5.5551E − 01(6.25E − 04)– 5.5620E− 01(6.49E− 04)
DF2 0–120 6.1380E − 01(6.35E − 04)– 6.1554E − 01(4.88E − 04)– 6.1417E − 01(1.52E − 03)– 7.1626E− 01(9.45E− 04)
DF3 0–120 5.2502E − 01(1.99E − 03)– 5.2486E − 01(8.53E − 04)– 3.1600E − 01(2.17E − 02)– 5.2561E− 01(7.91E− 04)
DF4 0–120 6.6303E − 01(2.46E − 03)– 3.7539E − 01(2.84E − 04)– 6.4561E − 01(4.02E − 03)– 6.6341E− 01(6.91E− 04)
DF5 0–120 5.7900E− 01(5.44E− 04)+ 5.7828E − 01(4.76E − 04)+ 5.7796E − 01(6.00E − 04)– 5.7825E − 01(8.84E − 04)
DF6 0–120 9.1614E − 03(2.25E − 02)– 4.2665E − 01(1.88E − 01)– 6.8886E− 01(3.29E− 02)+ 5.4100E − 01(1.80E − 01)
DF7 0–120 4.6136E− 01(2.93E− 04)+ 4.3710E − 01(2.08E − 03)+ 4.0741E − 01(2.16E − 02)– 4.3547E − 01(2.90E − 03)
DF8 0–120 6.1724E − 01(1.76E − 03)– 6.1792E − 01(8.19E − 04)– 6.1726E − 01(2.07E − 03)– 6.1802E− 01(3.89E− 04)
DF9 0–120 5.1398E − 01(1.38E − 02)– 5.3831E − 01(6.91E − 03)– 4.5920E − 01(3.59E − 02)– 5.4413E− 01(4.80E− 03)
DF10 0–120 6.0496E − 01(1.35E − 02)– 7.0691E − 01(4.74E − 03)– 7.1994E− 01(4.58E− 03)+ 7.1552E − 01(1.19E − 02)
DF11 0–120 5.9278E − 02(2.06E − 03)– 6.4815E − 02(6.75E − 04)– 6.9978E− 02(6.57E− 04)+ 6.7767E − 02(6.10E − 04)
DF12 0–120 7.8594E − 01(1.28E − 02)– 8.3956E − 01(3.29E − 03)– 8.2200E − 01(1.04E − 02)– 8.6360E− 01(8.77E− 04)
DF13 0–120 6.2312E − 01(9.98E − 03)– 3.3035E − 01(7.06E − 03)– 6.8362E− 01(2.94E− 03)+ 6.4882E − 01(8.85E − 03)
DF14 0–120 5.7718E − 01(6.15E − 03)– 3.0956E − 01(1.60E − 03)– 6.1092E − 01(2.28E − 03)– 6.1341E− 01(1.75E− 03)
best/all 4/27 7/27 5/27 11/27
+/≈/– 8/0/19 12/0/15 5/0/22 --
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the mixed and complex DF8, its overall PF geometry
switches between concavity and convexity, which contains
knee regions [57]. Moreover, although its PSs change over
time, the centroid of PSs is stationary, which indicates that
the difficulties for optimization are increased. Among the
four compared algorithms, the solutions obtained by PPS are
basically distributed around the true PFs. However, in the
extremely concave area of the top three true PFs, the hillside
is not covered by sufficient solutions. +is phenomenon
appears in all compared algorithms. For SGEA, there are
some faults in the distribution of its solutions on several PFs
at the bottom. For MOEA/D-KF and DMOEA-LEM, the
diversity is also not promising, as their obtained solutions
are mainly distributed in the corner near the 2nd objective
axis and the convex knee regions. In addition, all compared
algorithms have shown the case that solutions are beyond
the boundary of true PFs, which implicitly confirms the
challenge of solving DF8.

In Figure 6, the approximate PFs of DMOEA-LEM and
its competitors on DF4 are provided. Since some different
PFs intersect each other in the objective space during
evolution, the introduction of PF changes in a cycle are
divided into two parts in detail. Figures 6(a) and 6(b) show
the distribution of solutions obtained by four algorithms in
the first and second parts of a cycle, respectively. In
Figure 6(a), it can be seen that the solutions obtained by PPS
and DMOEA-LEM can fully and uniformly cover all the true
PFs. In contrast, the distribution of solutions obtained by
DMOEA-LEM on the convex PF at the top is slightly worse
than that of PPS. For MOEA/D-KF, each of its populations
has a partial absence, which cannot cover the true PFs
entirely. +e performance of SGEA is better than that of
MOEA/D-KF, but its diversity on the true PFs near the
coordinate axes is poor. +e performance differences of four
algorithms are reflected more incisively and vividly in
Figure 6(b), and the solutions obtained by PPS and
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DMOEA-LEM generally detect the profile of the corre-
sponding PFs, although there are some challenges in pop-
ulation convergence on the true PFs near the 1st axis. For
SGEA, the convergence of population on the middle part of
the true PFs is not encouraging. However, the performance
of MOEA/D-KF is even worse, as its solutions are all
concentrated on one curve and it seems that the number of
solutions is less than the population size.

To further investigate the performance of DMOEA-LEM
in tackling 3-objective DMOPs, the solutions obtained by all
the considered algorithms at four moments are, respectively,
given in Figure 7 for DF12. For this test problem, its PS
changes over time and it has a time-varying number of PF
holes. In these figures, the blue region represents the true PF
and the red points still indicate the solutions obtained by
DMOEAs. In a cycle, we show the simulations of four times
(i.e., t� 20, 21, 23, 26) with significant environmental
changes. For PPS, its obtained solutions in each environ-
ment are pretty discrete, and they cannot reach a good

convergence. ConsideringMOEA/D-KF, its solutions can be
uniformly distributed on each PF, but the diversity of so-
lutions is not enough, which leads to the sparse distribution
of solutions. For SGEA, its solutions can evenly cover the
PFs at t� 20 and t� 21, while in the latter two environments,
the solutions are mainly concentrated in the upper part of
the true PF. Our DMOEA-LEM performs relatively well, and
its obtained solutions can approximate the true PFs with
even distribution.

4.3. Further Discussion. In order to further demonstrate the
superiority of our algorithm in responding to changes, we
test the performance of the prediction model on DF1 and
DF7 problems, respectively. Because the number of evolu-
tions of each environment is limited, for new optimization
problems, an initial population close to the true PF will
greatly reinforce the convergence pressure. Figures 8 and 9
show the distribution of the initial population in the
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objective space after the change of the four algorithms. As
can be seen from Figure 8, when the change occurs, the
initial populations generated by PPS are difficult to cover the
true PFs, and it is obvious that some initial populations are
far away from the true PF. For MOEA/D-KF and SGEA, the
diversity of the initial populations is poor, and the efficient
solutions close to the true PF cannot be detected in some

changes. Similar shortcomings are also shown in Figure 9. In
contrast, the proposed DMOEA-LEM performs well in
response to changes. +e initial populations generated by
our response mechanism basically cover the true PFs, but the
deficiency is that there are still some solutions that are far
away from the range of true PFs. From Figure 9, except for
the last two changes, each initial population generated by
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DMOEA-LEM can generally match the corresponding true
PF, while the initial population generated by PPS is relatively
divergent.

5. Conclusions and Future Work

In this paper, we propose a novel DMOEAs with multiple
response strategies based on linear environment detection to
solve various DMOPs. +is algorithm includes two main
components, i.e., the environment detection mechanism
based on linear changes and the change responsemechanism
based on change types. When the environmental change is
successfully detected, the linear correlation coefficient of two
continuous environments is calculated by using the
movement of population in the objective space before and
after the change, which indicates three types of

environmental change. +en, the change response mecha-
nism will activate a prediction model corresponding to each
type, which is used to initialize population. In this approach,
we use random initialization of nondominated solutions for
linear independent changes, a centroid translation strategy
for strong linear correlation, and a compromise strategy for
weak linear correlation. +e effectiveness of our algorithm is
validated by numerous experimental studies on solving
different test DMOPs (i.e., FDA1-FDA5, dMOP1-dMOP2,
ZJZ1-ZJZ6, and DF1-DF14). When compared to three
competitive DMOEAs (PPS, MOEA/D-KF, and SGEA), the
experiments confirm our superior performance especially on
the novel test suite DF.

In the future work, we will try to solve the problems
with more than three objectives in dynamic environment
and develop more effective population prediction
methods. Moreover, the application of DMOEAs on some
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real-world problems will also be the focus of our work in
the future.
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