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*is study is to explore the optimization of the adaptive genetic algorithm (AGA) in the backpropagation (BP) neural network
(BPNN), so as to expand the application of the BPNNmodel in nonlinear issues. Traffic flow prediction is undertaken as a research
case to analyse the performance of the optimized BPNN. Firstly, the advantages and disadvantages of the BPNN and genetic
algorithm (GA) are analyzed based on their working principles, and the AGA is improved and optimized. Secondly, the optimized
AGA is applied to optimize the standard BPNN, and the optimized algorithm is named as OAGA-BPNN. Finally, three different
cases are proposed based on the actual scenario of traffic flow prediction to analyse the optimized algorithm on the matrix
laboratory (MATLAB) platform by simulation.*e results show that the average error distribution of the GA-BPNN algorithm is
about 1% with small fluctuation range, better calculation accuracy, and generalization performance in contrast to the BPNN. *e
average output error of the AGA-BPNN fluctuates around 0 and remains in a relatively stable range as a whole in contrast to that
of GA-BPNN; the maximum fitness level keeps increasing during the evolution process but approaches the average value in later
process, so the population diversity is hard to be guaranteed.*e output error of the OAGA-BPNN fluctuates little compared with
that of AGA-BPNN, and its maximum fitness continues to increase in the evolution process with guaranteed population diversity.
In short, the OAGA-BPNN algorithm can achieve the best performance in terms of calculation accuracy, generalization per-
formance, and population evolution.

1. Introduction

With the development of computer information technology
and artificial intelligence (AI) in recent years, a series of new
methods and new technologies have also emerged, among
which the artificial neural network (ANN) is a typical
representative [1, 2]. Currently, this method has been ap-
plied in many fields such as predictive decision-making,
trajectory positioning, and system scheduling. Due to the
applicability and excellent performance of the network
model in many fields, it has become a hot spot to be studied
by related experts and scholars. Under ANN, the back-
propagation neural network (BPNN) is one of the typical
representatives. Different from the conventional neural
network (CNN) model, the BPNN model is a multilayer

forward neural network that can realize the random non-
linear mapping of corresponding input and output as well as
the autonomous learning, so it has emerged in the pro-
cessing and solution of nonlinear issues [3, 4]. *e nonlinear
issues are closely related to the actual production and life of
human beings, such as vehicle fuel consumption and con-
struction prediction. *e genetic algorithm (GA) is a global
optimization algorithm, taking code as the calculation object
and search information as the objective function, respec-
tively. *e selection operation, crossover operation, and
mutation operation related to the algorithm are all expanded
in the form of probability, so the search process is very
flexible [5]. At present, researchers have found that it has
greater application potential to combine the BPNN with the
GA.
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*ere are many research studies on the application of
machine learning in different fields. In view of the precip-
itation and deposition of the polar components of crude oil
in the reservoir, Ahmadi proposed a feedforward neural
network-based reservoir asphaltene settlement prediction
model, introduced a unified particle swarm optimization
(PSO) algorithm to optimize the model, and revealed the
effectiveness of the model in this field [6]. Based on the
prediction of asphaltene precipitation, Ahmadi and Gol-
shadi proposed a hybrid genetic algorithm and PSO model
based on a feedforward neural network, applied it in pre-
diction of the oilfield experimental data by determining the
initial weight of the neural network, and verified the validity
and good performance of the model by comparison with the
measured precipitation data [7]. Ahmadi et al. combined the
swarm intelligence and ANN model in the monitoring of
reservoir fluid behavior [8]. Shafiei et al. studied the solu-
bility correlation of BPNN and PSO training the ANN in 11
different ionic liquids and found that the optimized model
shows a significant effect in the solubility prediction [9].
Ahmadi combined the swarm intelligence and ANN and
verified the proposed intelligent model based on the
chemical flooding database; and, the result proved that the
proposed method shows good reliability, integrity, and
robustness, and it could be undertaken as an alternative
model to predict chemical flooding efficiency of reservoirs
[10]. Ahmadi et al. introduced the application of the least
squares support vector machine in predicting the solubility
of hydrogen sulfide in various ionic liquids, obtained the
hyperparameters based on the genetic algorithm, and em-
bedded in the machine learning model to provide references
for correct design of the equipment in the gas desulfurization
operation process [11]. Amedi et al. proposed a feedforward
multilayer perceptual neural network and analyzed the
solubility prediction under different conditions by estab-
lishing an adaptive neuro-fuzzy inference system and a
radial basis function ANN; the results based on the mean
square errors, standard deviations, and average absolute
relative errors showed that the proposed ANN intelligence
model shows better performance than other computational
intelligence models [12]. Ahmadi et al. introduced the least
squares support vector machine (SVM) method and com-
pleted a high-precision CO2 brine solubility prediction
model with uncertain parameters; after the calculation re-
sults obtained based on the model with the relevant CO2
brine solubility experimental data were compared, it was
found that the model shows high prediction accuracy with
the experimental deviation less than 0.1% [13]. Moosavi et al.
introduced the multilayer perceptron and radial basis
function neural network to establish a prediction model for
oil reservoirs; and, the prediction results showed the good
prediction performance of the development network [14].

Kang et al. proposed a design evaluation system based on
the BPNN for public facilities in historic districts and found
that the introduction of this model can significantly improve
the design efficiency of public facilities in historic districts
[15]. Li et al. introduced the BPNN in prediction of tourism
volume and proposed a prediction model based on the Baidu
index; the BPNN was performed with the global

optimization of weights and thresholds based on the
adaptive differential evolution algorithm; and, the results
showed that the proposed optimization model shows higher
prediction accuracy and was an effective means of predicting
the number of tourists [16]. Panda and Panda proposed an
optimized ANN model, analyzed and discussed its appli-
cation in nonlinear system identification and nonlinear
channel equalization, and found that the proposed opti-
mized ANN based on the slope shows better performance
than the BPNN [17]. Du et al. constructed a system model
for the drug inventory management mode based on GA and
BPNN and revealed the accuracy and thermal sensitivity of
the model [18]. Imakura et al. proposed an alternate opti-
mization method in which linear and nonlinear semi-
nonnegative matrix factorization is applied to realize the
optimization of the traditional BPNN and found that the
optimized method has excellent performance in parallel
computing [19]. Aiming at the excessive carbon emissions in
climate change, Li and Gao constructed an optimized model
based on BPNN, which achieves good applicability in for-
mulating effective carbon emission policies [20]. *erefore,
there are many research results for the optimization of
BPNN, and it has been applied in specific fields. At present,
there have been some research studies on the combination of
GA and BPNN, but the optimization of BPNN based on the
AGA is less reported relatively.

Based on this, AGA is introduced into the optimization
of BPNN, and the AGA is optimized and improved for the
optimization of BPNN in this study. In addition, the non-
linear issue of vehicle fuel consumption is combined for
simulated analysis of the optimized network model. *is
study aims to provide a reliable reference for the optimi-
zation of BPNN and its application in complex nonlinear
issues.

*e main contributions of study are reflected in the
following two levels: an optimized AGA-BPNN algorithm
and OAGA-BPNN algorithm are proposed and applied to
the analysis of vehicle fuel consumption problems; the
neural network model is applied in the analysis of nonlinear
problems based on the actual situation, achieving effective
results.

2. Methods

2.1. Backpropagation Neural Network. *e concept of ANN
is based on the relevant biological activities of the human
brain. *e intelligent processing of knowledge can be re-
alized through the simulation of the neuronal activities of
human brain. At present, neural networks have shown
excellent performance in many aspects such as face recog-
nition, market prediction, and risk assessment [21, 22].
Among the ANN models, the BPNN belongs to a multilayer
feedforward network. *e realization of the neural network
training process is based on the error backpropagation al-
gorithm. It is composed of the input layer, hidden layer, and
output layer [23]. *e basic structure of BPNN is shown in
Figure 1.

*e BP algorithm is the key in the BPNN. *e BP al-
gorithm can be adopted to obtain the error through the
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forward transmission of the input signal; then, the network
can be updated through the reverse transmission of the
obtained error [24]. Applying BPNN can reduce the error,
showing excellent performance in the processing and solving
of relatively simple nonlinear issues [25, 26]. In the forward
transmission of the signal, if the signal is expressed as

S � s1, s2, L, sn( 
T
, (1)

then when S enters the hidden layer from the input layer, the
output value of the neuron corresponding to the layer
structure can be obtained based on the neuron threshold and
the activation function. *e output value hj can be expressed
as follows:

hj � f1 

n

i�1
wjisi − θj

⎛⎝ ⎞⎠. (2)

In the above equation, i and j represent the ith and the jth
neuron in the hidden layer structure, wji refers to the
connection weight between the ith and the jth neuron, θj

represents the threshold of the jth neuron, and f1 stands for
the activation function of the hidden layer.

*us, the output y1 of the neuron in the output layer can
be expressed as

yl � f2 

m

j�1
vljhj − ϑl

⎛⎝ ⎞⎠. (3)

In the above equation, vji refers to the connection weight
between the jth neuron and the kth neuron, ϑl corresponds to
the threshold of the lth neuron, and f2 represents the acti-
vation function of the output layer.

*e error function in the forward propagation E can be
defined as follows:

E �
1
2



L

l�1
yl − ol( 

2
. (4)

In equation (4) above, o refers to the expected output.
In the BP of the acquisition error, the correction of the

corresponding neuron threshold and the corresponding
connection weight of the BPNN can be expressed in the
following equations:

vlj � vlj + Δvlj,

ϑl � ϑl + Δϑl,

Δvlj � −η
zE

zvlj

� −η
zE

zyl

∗
zyl

zvlj

� η ol − yl( yl 1 − yl( hj.

(5)

*e correction error Dl of the output layer in the BPNN
can be written as

Dl � ol − yl( yl 1 − yl( . (6)

At this time, the correction error ej of each unit in the
hidden layer can be expressed as

ej � 
L

l�1
vlj ∗Dl

⎛⎝ ⎞⎠hj 1 − hj . (7)

In short, the learning process of the BPNN is actually the
reciprocating cycle of the signal forward transmission and
the error BP process. *e error between the actual and the
expected output is reduced to reach a state of convergence by
adjusting and correcting the connection weight and the
threshold value. In summary, it can be found that BPNN
shows a good nonlinear performance, so it has good ap-
plicability in the simulation of nonlinear systems, and it is
also suitable for parallel processing of large quantities of
information. However, the algorithm shows a slower con-
vergence speed and greater volatility in the training process,
so it is easy to fall into a local optimum [27]. In view of this,
an AGA is introduced in this study to improve and optimize
the BPNN.

2.2. Adaptive Genetic Algorithm and Its Optimization. GA is
an adaptive global optimization probabilistic search algo-
rithm tool. Based on the initial population, GA can be used
to search multiple points simultaneously, which cannot only
effectively reduce the search range but also avoid the local
optimum [28, 29]. GA can obtain the fitness values corre-
sponding to different individuals in the population by using
the fitness function, so as to evaluate the fitness of indi-
viduals. Based on the performance of the initial population
and the degree of fitness as well as the operation of the
selection operator, crossover operator, and mutation op-
erator, it can promote the generation of new populations, so
as to narrow the search range to an appropriate area. After a
series of iterative processes, the fitness of the population can
be improved so that the optimal solution can be finally
obtained.

*e crossover rate of the corresponding standard GA
crossover strategy and the mutation rate of the corre-
sponding mutation strategy are both fixed constants, which

Input layer

Hidden layer

Output layer

Figure 1: *e basic structure of BPNN.
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weaken the search ability of the algorithm to a reliable
extent. For GA, a too large crossover rate will reduce the
stability of the algorithm, while a too small crossover rate
will slow down or even stagnate the evolution of the pop-
ulation; a too large mutation rate will bring difficulty to
control the evolution of the population, while a too small
mutation rate will cause the premature population, making
the search for the optimal solution impossible. Based on this,
AGA is introduced in this study [30], in which the mutation
rate and crossover rate can be adjusted appropriately.
Specifically, the crossover rate and mutation rate can be
appropriately increased when the fitness value corre-
sponding to the individual in the population is low, so as to
speed up the evolution process. In addition, it can reduce the
crossover rate and mutation rate appropriately when the
fitness value of the individual in the population is high. *e
adaptive crossover rate PC based on the AGA can be
expressed as follows:

PC �

PC1 Fmax − F′( 

Fmax − Fmin
, F′ ≥Favg,

PC2′ , F<Favg.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(8)

*e adaptive mutation rate PV can be calculated with the
following equation:

PV �

PV1 Fmax − F( 

Fmax − Fmin
, F≥Favg,

PV2′ , F<Favg.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(9)

In the above two equations, F′ refers to the maximum
fitness value of the parent individual based on the crossover
operation, F refers to the fitness value of the individual based
on the mutation operation, Fmax corresponds to the maxi-
mum fitness value of the population individual, Fmin refers
to the minimum fitness value of a population individual, Favg
represents the average fitness value of the population, and
PC1, PC2, PV1, and PV2 are constants within the interval.

Based on the above equation, the calculation process of
the crossover rate andmutation rate can slowdown the speed
of population evolution. For this reason, the population
evolution process is divided into different stages, and the
staged evaluation parameters are introduced. *e AGA can
be optimized by adjusting the adaptive crossover rate,
mutation rate, and the number of mutation points.

In the process of crossover calculation, individuals in the
population are randomly paired. At this time, the larger
fitness value can be calculated with the following equation:

PCm �

PC1

1 + e
−lC
∗P, F′ ≥F

’
avg,

PC2′ , F′ <F
’
avg.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(10)

*en, the calculation equation of adaptive crossover rate
kc can be written as follows:

kC �
F′ − F

’
avg

Fmax − F
’
avg

. (11)

In the above two equations, F′ refers to the maximum
fitness value of the parent individual based on the crossover
operation, Fmax corresponds to themaximum fitness value of
the population individual, and F’

avg represents the average
fitness value of the individuals whose fitness is higher than
the average value of the population, and PC1 and PC2 are
constants.

In the mutation operation, fitness Pm of each individual
in the population can be calculated with the following
equation:

Pm �

Pm1

1 + e
−lm
∗P, F≥F

’
avg,

Pm2, F<F
’
avg.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(12)

*e mutation rate and the number of mutation points
can be calculated with the following equations:

km �
F − F

’
avg

Fmax − F
’
avg

, (13)

NUM � num∗P. (14)

In the above equations, F represents the fitness value of
individuals in the population based on mutation operation,
Fmax corresponds to the maximum fitness of individuals in
the population, F’

avg corresponds to the average fitness value
of the individuals whose fitness is higher than the average
value of the population, Pm1 and Pm2 are two constants, and
NUM refers to the largest number of mutation points.

*e above optimization operation can elevate the overall
fitness value of the population to a higher level quickly, and
the excellent genes will not be destroyed in the later evo-
lution so that the maximum fitness value can be continu-
ously improved.

2.3. Optimization of Backpropagation Neural Network.
*e standard BP algorithm is easy to fall into the local
optimum, which can be avoided by introducing GA [31, 32].
In view of this, GA is introduced into the optimization of
BPNN in this study. *ere are many parameters involved in
the whole optimization process, so single point mutation has
little effect on the evolution of the population. *is is the
reason why a number of mutation points are introduced for
optimization of the AGA. *e overall optimization mainly
includes three levels of content: the improvement of con-
nection weights and thresholds, the improvement of the
neural network structure, and the improvement of the
neural network learning parameters. *e optimized algo-
rithm is mainly composed of the GA part and the BPNN
part. *e GA part uses an improved AGA to determine the
GA coding rules based on the structure of the BPNN, and the
long string of parameters generated on this basis compose
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the initial population. *e population fitness can be im-
proved until the GA algorithmmeets the requirements of the
termination condition by adjusting the crossover rate and
mutation rate with the improved AGA. After the GA al-
gorithm reaches the end, the optimal individual is decoded
into a set of connection weights and thresholds corre-
sponding to the BPNN according to the coding rules, which
are defined as the initial parameters of the neural network.
*en, the algorithm enters the BPNN. Based on the initial
parameters, the output error can be calculated using the
training dataset. If the termination condition is not met, the
error will be treated with the BP, and the weight value and
threshold will be adjusted and corrected accordingly. When
the output error meets the relevant conditions, the network
learning is terminated, so the final calculation model can be
obtained. In this study, the optimized BPNN is denoted as
OAGA-BPNN. *e BPNN is optimized based on the op-
timized AGA, and the specific implementation process is
shown in Figure 2.

2.4. Experimental Setting and Case Simulation. As for the
prediction of the traffic flow, the traffic flow, speed, and lane
occupancy rate are the most common features. *e traffic
flow reflects the continuous traffic flow distribution on the
road, which is complex and volatile. It is not only highly
correlated with time but also affected by the location and
status of other traffic flows. Generally, the urban traffic flow
is characterized by nonlinearity, time dynamics, spatial
correlation, and uncertainty, among which the nonlinearity
is embodied in the number of vehicles, driving behaviour,
and traffic conditions. *e time dynamics mainly reflects the
temporal correlation of the traffic flow at different locations.
*e spatial correlation reflects the interaction between traffic
flows in different spatial locations. Uncertainty reflects many
external factors, such as human factors and environmental
factors. *e nonlinear characteristics of the traffic flow are
emphasized here. To ensure the applicability of the BPNN
model in nonlinear issues, the BPNN obtained based on the
optimized AGA is applied to analyse the changes in vehicle
fuel consumption.

To solve this problem, the input of the optimized BPNN
model is the attribute data corresponding to the traffic flow,
including average vehicle speed, vehicle flow, and lane oc-
cupancy rate, while the output of the model is the prediction
result. Based on this, the corresponding optimized BPNN
includes 18 inputs and 1 output. A single hidden layer is
adopted for BPNN in this study.

A total of 100 sets of sample data are selected for this
experiment, of which 80 sets are for network learning and 20
sets are for simulated analysis. *e simulation experiment is
implemented in the MATLAB platform [33, 34]. Two sets of
cases are set up for the simulated analysis. A BPNN can be
obtained with each learning through the training dataset,
which refers to the traffic flow prediction model in this case.
*e average output of the algorithm after 5 trainings is
calculated and undertaken as the output of the model.

Case 1 : *e standard BPNN and GA-BPNN are
compared in terms of error analysis; it is found

that they are consistent in the BPNN part; the
difference lies in that the initial parameters of
the latter have been optimized.

Case 2 : *e GA-BPNN and AGA-BPNN are com-
pared in terms of fitness value and average
error.

Case 3 :*eAGA-BPNN is compared with the OAGA-
BPNN in terms of fitness value and average
error.

3. Results and Discussion

3.1.Results forSimulatedAnalysis ofCase1. 20 sets of data for
simulated analysis are adopted to compare the average
output error of the BPNN andGA-BPNN, and the results are
illustrated in Figure 3.

Analysis on the above figure reveals that the fluctuation
trend based on the standard BPNN model is relatively large,
while the average error of the GA-BPNN model fluctuates
within a smaller range. In other words, it fluctuates up and
down at 0, the number of points approaching 0 is more, and
the average output error is distributed around 1%. *us, the
GA-BPNN model shows a better calculation accuracy than
the standard BPNN model. Compared with the standard
BPNN model, the GA-BPNN model shows a better gener-
alization performance and a significantly increased calcu-
lation accuracy. It indicates that the BPNN optimized with
GA can effectively avoid the tendency to fall into local
optimum and overfitting in the learning process of the
standard BPNN. In addition, it can explain why the GA-
BPNN model shows better calculation accuracy and gen-
eralization performance in contrast to the standard BPNN
model. *ere are also many studies on performance com-
parison between BPNN and GA-BPNN neural network.
Wang et al. conducted corresponding analysis in the field of
wave height prediction; based on the comparison of algo-
rithm generalization performance and predictability level,
they found that the GA-BPNN algorithm has better gen-
eralization performance and predictive ability and can al-
leviate local optimization to a certain extent [35]. Similarly,
Ling et al. applied the optimized GA-BPNN algorithm to the
prediction and assessment of accident consequences; after
comparison on the simulation results obtained by the BPNN
algorithm and the GA-BPNN algorithm, they found that the
latter cannot optimize the existence of BPNN with the
improved calculation speed and accuracy [36]. Based on the
above analysis, it can be seen that GA-BPNN has a better
performance than the BPNN algorithm, which further
verifies the effectiveness of the research work in this study.

3.2. Results for Simulated Analysis of Case 2. Figure 4 il-
lustrates the changes and distribution curves of the maximal
fitness and average fitness for the GA-BPNN and AGA-
BPNN during the 200 generations of population evolution.

Figure 4 illustrates that the maximal fitness of the GA-
BPNN algorithm continues to increase during the initial 42
generations of evolution and decreases for several times with
different degrees at the about 62 generations. When the
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Figure 2: *e specific implementation process of optimized BPNN.
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Figure 3: Comparison on average output error of the standard BPNN and GA-BPNN.
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Figure 4: *e changes and distribution curves of the maximal fitness and average fitness for the GA-PNN and AGA-BPNN.
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evolution continues to the 200th generation, even the fitness
value corresponding to the best individual in the population
is also at a lower level. In contrast, the maximal fitness of the
population in the AGA-BP algorithm is constantly in-
creasing, and the optimal individual obtained after 200
generations of evolution is also better than that of the GA-
BPNN algorithm.

*us, the GA-BPNN algorithm with the fixed crossover
rate and mutation rate is not good for the storage of good
individuals in the population, and the optimal individual is
even destroyed during the evolution. In contrast, the AGA-
BPNN algorithm can store the good individuals perfectly,
avoiding the degradation of the population during the
evolution. However, comparisons on the maximal fitness
curve and the average fitness value curve reveal that the final
maximal fitness is close to the average value, indicating that
the diversity of individuals has not been presented. *us, it
suggests that the AGA-BPNN algorithm considers the di-
versity poorly when it is adopted to adjust the crossover rate
and mutation rate of individuals in the population.

20 sets of data for simulated analysis are adopted to
compare the average output error of the GA-BPNN and
AGA-BPNN, and the results are illustrated in Figure 5.

Figure 5 reveals that the average output error of the
AGA-BPNN algorithm fluctuates around 0, and the overall
fluctuation remains within a relatively stable range com-
pared with the GA-BPNN algorithm, while the GA-BPNN
algorithm shows a large fluctuation range for average output
error, with the maximal value at 4% and the minimal value at
−10.95%. Compared with Case 1, it is obvious that the AGA-
BPNN algorithm shows better generalization ability and
calculation accuracy than those of the GA-BPNN algorithm.
Regarding the performance of the GA-BPNN algorithm and
the AGA-BPNN algorithm, Han et al. applied the algorithms
to the test of compensating temperature drift and found that
the AGA-BPNN algorithm shows a better performance than
the BPNN algorithm, thereby effectively avoiding the local
optimal value [37]. *is provides support for the research
results obtained in this study.

3.3. Results for Simulated Analysis of Case 3. Figure 6 shows
the changes and distribution curves of the maximal fitness
and average fitness for the AGA-BPNN and OAGA-BPNN
during the 200 generations of population evolution.

Figure 6 discloses that compared with the GA-BPNN
algorithm, the average output error of the AGA-BPNN
algorithm fluctuates around 0, and the overall fluctuation
remains within a relatively stable range, while the GA-BPNN
algorithm shows a large fluctuation range of average output
error, with the maximal value at 4% and the minimal value at
−10.95%. In contrast to Case 1, the AGA-BPNN algorithm
has obviously better generalization ability and calculation
accuracy than those of the GA-BPNN algorithm.

*us, the OAGA-BPNN algorithm can protect excellent
individuals and maintain the diversity of the population in
the process of population evolution, thereby avoiding the
premature compared with the AGA-BPNN algorithm. It
indicates that the optimized OAGA-BPNN algorithm based

on the consideration of population diversity has wider
applicability in the processing and solving of nonlinear
issues.

20 sets of data for simulated analysis are adopted to
compare the average output error of the AGA-BPNN and
OAGA-BPNN, and the results are illustrated in Figure 7.

Figure 7 discloses that the output error fluctuation range
of the OAGA-BPNN algorithm is significantly smaller than
that of the AGA-BPNN algorithm, showing a smaller overall
error, while the error fluctuation range of the AGA-BPNN is
relatively large. *e AGA-BPNN algorithm and the OAGA-
BPNN algorithm are not extremely different from each other
in terms of error, but greatly different from each other in the
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Figure 5: Comparison on average output error of the standard GA-
BPNN and AGA-BPNN.
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overall accuracy. In short, the OAGA-BPNN algorithm
optimized on the basis of AGA not only improves the search
ability of the calculation model but also enhances the
generalization ability and calculation accuracy of the model
with the significantly reduced error in the whole process. In
this study, the AGA-BPNN is improved and optimized into
the OAGA-BPNN algorithm. *e former combines the
excellent performance of the BPNN algorithm and the GA
algorithm, and the latter introduces the crossover rate and
mutation rate on this basis so that the optimized algorithm
can be better applied to the actual situation.

4. Conclusions

*e diversity of the individual in the populations is included
in this study, and the BPNN model is improved and opti-
mized based on the AGA algorithm. In addition, perfor-
mance of the neural network model is simulated and verified
in combination with traffic flow prediction. Simulated
analysis results of three different cases reveal that the BPNN
model based on the optimized AGA algorithm shows ex-
cellent performance with significantly improved calculation
accuracy and good generalization ability. Besides main-
taining the optimal individual, it can effectively improve the
maximal fitness of the individual in the population, guar-
antee the diversity of individuals, and significantly reduce
the output error of the entire calculation process. *is study
provides an experimental reference for the performance
optimization and improvement of the BPNN model.

In the case experiment setting, traffic flow prediction
under consideration is a relatively ideal situation in this
study, but the actual scene is more complicated, so it is
obviously difficult to analyse and calculate the abnormal
data. In addition, it mainly considers from the perspective of
AGA and the adjustment of the crossover rate and mutation
rate, as well as the diversity of the population for optimi-
zation of the BPNN. *e consideration of parameters’ op-
timization is not comprehensive enough due to limitation of

the article length. In the follow-up research, more influ-
encing factors will be considered into the calculation model,
more parameters will be included based on the AGA to
discuss the optimization scheme further, and other methods
will be considered to improve the BPNN further.

Data Availability

*e data used to support the findings of the study are
available from the corresponding author upon request.
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