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In this paper, a proposed modified stochastic fractal search algorithm (MSFS) is applied to find the most appropriate site and size
of capacitor banks for distribution systems with 33, 69, and 85 buses. Two single-objective functions are considered to be
reduction of power loss and reduction of total cost of energy loss and capacitor investment while satisfying limit of capacitors,
limit of conductor, and power balance of the systems. MSFS was developed by performing three new mechanisms including new
diffusion mechanism and two new update mechanisms on the conventional stochastic fractal search algorithm (SFS). As a result,
MSFS can reduce 0.002%, 0.003%, and 0.18% of the total power loss from SFS for the three study systems. As compared to other
methods, MSFS can reduce power loss from 0.07% to 3.98% for the first system, from 3.7% to 7.3% for the second system, and from
0.92% to 6.98% for the third system. For the reduction of total cost, the improvement level of the proposed method over SFS and
two other methods is more significant. It is 0.03%, 1.22%, and 5.76% for the second system and 2.31%, 0.87%, and 3.77% for the
third system. It is emphasized that the proposed method can find the global optimal solutions for all study cases while SFS was still
implementing search process nearby or far away from the solutions. Furthermore, MSFS can converge to the best solutions much
faster than these compared methods. Consequently, it can be concluded that the proposed method is very effective for finding the
best location and size of added capacitors in distribution power systems.

1. Introduction

Electric distribution networks have a very important role in
receiving electricity from transmission power network and
supplying the electricity to loads. *e main difference be-
tween the distribution networks and transmission networks
is voltage level, leading to another difference, which is total
active power loss due to the impact of resistance of con-
ductors. *e active power loss is dependent on the result of
RI2 [1] (where R is the resistance of conductor and I is
current flowing the conductor). Current value is a main
factor to result in a high active power loss in distribution
networks while R is a constant in the networks. *e smaller

the voltage is, the higher the active power loss is. Hence,
active power loss is a significant issue when distribution
networks are working for supplying power energy to loads.

In order to reduce the high active power loss in dis-
tribution networks, experts have proposed two basic
methods including network reconfiguration [2, 3] and shunt
capacitor installation [4, 5]. *e network reconfiguration
method is to change status of switches, either open or close
to change direction of current. Basically, distribution net-
works are supplied at one point, which is called slack node,
and it is obvious that all loads in the networks are being
supplied by the slack node via distribution lines. *us, the
method cannot reduce power supplied by the slack node and
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just mainly reduces high current in lines with high resistance
or long length and increases lower current in other lines. By
using the method, power loss is effectively reduced. In
addition, voltage profile is also improved, but the im-
provement is not certain or insignificant. On the contrary,
the second method using shunt capacitors can reduce re-
active power that is supplied by the distribution lines. Loads
can consume reactive power from both the added capacitors
and the distribution lines or only consume reactive power
from the added capacitors. As a result, current in distri-
bution lines can be reduced considerably and power factor is
increased effectively. In addition, another benefit from the
capacitor installation is the reduction of voltage drop in the
line. In fact, as current is smaller, the voltage drop is de-
creased accordingly. In addition to the two basic methods,
other methods can be applied such as (1) placement of
distributed generators [6, 7], (2) the combination of
reconfiguration and capacitor placement [8, 9], (3) the
combination of reconfiguration and distributed generator
placement [10, 11], and (4) the combination of capacitor
placement and distributed generator placement [12, 13]. In
this paper, we focus on the second basic method of optimally
installing capacitors with the task of determining the best
location and the best rated reactive power. *e best location
and the best rated power of these added capacitors are for
reaching two single-objective functions in which the first
objective function is to minimize the total active power loss
on all distribution lines [14–45] and the second objective
function is to minimize the total cost of energy loss and
capacitor investment [34, 46–49]. In addition, operation
limit of conductor and operating voltage of loads are always
supervised seriously via the consideration of maximum
current of lines [50] and the consideration of upper and
lower voltage [51]. *e problem of capacitor placement has
attracted a huge number of researchers in proposing opti-
mization tools and capacitor placement strategies based on
configuration and practical analysis. Approximately all the
applied methods are different; however, the common study
of all the methods is the active power loss reduction. In [1], a
proposed method with two stages was applied for two
systems with 15 and 33 nodes. In the first stage, a sequence of
compensated nodes is first determined by using an iterative
algorithm with the placement of one capacitor for mini-
mizing power loss. *en, the optimal size of capacitors at the
determined nodes was found by minimizing a loss saving
equation, which is a function of capacitors’ current. *is
method could reach lower power loss than original networks
without capacitor placement. However, the method had to
suffer from the limits of application for large-scale problem
with a high number of load nodes because each capacitor is
tried to be placed at all nodes excluding slack node in the first
stage. So, it will be time consuming for trying one by one
node in a large-scale system with too many nodes. For
example, it must try fourteen times for 15-node network and
32 times for 33-node network. *us, the higher the number
of nodes is, the longer the simulation time is. *e method
can solve the high power loss issue, but it is not a good choice
for the radial distribution networks because there was no
comparison between the method and other ones in the

study. Another similar method was proposed in [4] for
maximizing saving energy loss as compared to original radial
distribution networks. *e study replicated the first stage of
determining compensated nodes where reactive power is
necessary to reduce current flowing in distribution lines.
*en, the second stage is to determine the most appropriate
size for each shunt capacitor by maximizing the saving
power loss compared to original network. *e method can
solve the problem easily and successfully, but its applications
for large-scale problem also suffer from the same restriction
as the two-stage method [1] because of the first stage. In fact,
the method was only applied for 15-node and 33-node
networks. *e method was only superior to the two-stage
method [1]. In 2013, another two-stage method (TSM) [14]
was applied for the same problem but the application was
wider and more successful thanks to the modifications on
the first stage. *e first stage for finding the most suitable
locations is performed by using cross check fuzzy expert
system and loss reduction index. So, the two-stage method
could avoid the significant restriction of the methods [1, 4].
*e large-scale problem with 69 nodes was successfully
solved and the method could reach better loss reduction
than other previous methods; however, the simulation time
was still the major disadvantage of the method. In [15], the
two-stage method proposed in [4] was applied to determine
distributed generator location and size in the radial distri-
bution network. *e method could find location and size of
the distributed generator successfully and effectively as the
obtained power loss was less than that in capacitor location
and size determination problem. However, the method one
more time shows its disadvantage since the most compli-
cated study case was 33-node network. Clearly, the two-stage
methods could not reach the highest performance for the
problem of determining location and size of capacitors and
distributed generators. Due to major disadvantages such as
not applicable for large-scale network and time consuming,
the two-stage methods were not applied widely and they
must be replaced with more potential metaheuristics such as
genetic algorithm variants, particle swarm optimization
(PSO) variants, and other recent ones. PSO based on inertia
weight and constriction factor (IWC-PSO) was applied for
finding reactive power generation of capacitors while the loss
sensitivity factor method was proposed to determine can-
didate nodes, where capacitor placement is necessary [16].
*e loss sensitivity factor method was used to identify low-
voltage nodes or capacitor location that can improve voltage
of other low-voltage nodes, where capacitors are not in-
stalled. Single and multiple capacitors were installed in five
distribution networks with 10, 15, 34, 69, and 85 nodes, and
voltage profile was significantly improved as compared to
voltage profile in original networks and results from [1]. It
should be noted that objective function of the study [1] was
loss reduction, whereas that in [16] was voltage enhance-
ment. So, the comparison between the two-stage method [1]
and IWC-PSO [16] was not suitable. *e IWC-PSO con-
tinued to be applied for the problem with two single-ob-
jective functions including power loss and voltage profile
[17].*e fuzzy method was used to identify candidate nodes,
and then the PSO method determined the most suitable size
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for capacitors at the nodes.*e largest study case was the 69-
node network, and results were compared to original net-
works. Another study [18] also applied the fuzzy method to
find the most suitable locations to place capacitors, and then
multiagent particle swarm optimization (MAPSO) was
proposed to determine the size of capacitors. MAPSO was
demonstrated to be superior to only the conventional PSO
for the 69-node radial distribution network with the con-
sideration of active and reactive power losses and voltage
profile. A set of different PSO methods with different dis-
tributions (including Gaussian, Cauchy, and chaotic dis-
tributions) and different equations for calculating velocity
(including weight inertia factor and constriction factor) was
applied for identifying location and size of capacitors [19].
*e study is different from other applications of PSO
methods above since capacitors’ location was selected to be
control variables. Due to the selection of control variables,
the study [19] could skip the first stage of determining lo-
cation of capacitors by using loss reduction index as the
studies [1, 4], loss sensitivity factor as the study [16], and
fuzzy method as the study [17, 18]. *ere were fifteen PSO
methods to be applied for determining the best one for the
problem of finding both location and size of capacitors. *e
comparisons from two study cases in the 9-feeder radial
distribution network showed that the PSO method with
uniform distribution and chaotic distribution was the best
one for the smallest power loss. In addition to the com-
parison among the PSO methods, the best PSO method was
compared to genetic algorithm (GA) and tabu search al-
gorithm (TSA). In general, the PSOmethod was the best one
among fifteen PSO methods and superior to two other lowly
effective methods such as GA and TSA for only a small-scale
system with 9 feeders and 10 nodes. Hence, the real per-
formance of this method was still a question for the problem.
Different GA variants including conventional GA [20–23],
micro GA (MGA) [24], real coded genetic algorithm
(RCGA) [25], and the combination of fuzzy and GA (FGA)
[26] were the applied solution methods to optimally place
capacitors in the radial distribution networks. *e appli-
cations of conventional GA did not demonstrate the high
performance of GA because the study cases were simple and
comparisons were mainly between the original networks and
networks with capacitor placement. In fact, Taiwan network
and Iran network were, respectively, studied in [20, 23] while
23-node network and 33-node network were, respectively,
studied in [21, 22]. *ese studies were poor in comparisons
and study cases. In [24], MGA was applied for Italian
network and compared with GA for comparison. In [25],
capacitors were installed in three networks with 15, 34, and
69 nodes by using RCGA. *e power loss reduction of the
cases with and without capacitor placement was compared.
Clearly, all the studies have the same shortcoming of poor
study cases and comparisons. In addition to the application
of GA for single-objective problem with only power loss
reduction, a multiple-objective problem with voltage profile
improvement and total cost reduction was solved by the
implementation of GA for getting a set of solutions. *en,
the fuzzy method was employed to determine the most
appropriate compromise solution. *e paper only executed

the comparison of networks with and without capacitor
placement rather than showing the real performance of GA
as compared to other methods. So, GA was not a real ef-
fective method for the problem [27].

In addition to these method groups, other smaller groups
were also applied for the same problem of capacitor place-
ment such as mixed integer nonlinear programming-based
method (MINPM) [27], gravitational search algorithm (GSA)
[28], the combination of GSA and weight inertia factor-based
PSO (WIFPSO-GSA) [29], bacterial foraging optimization
algorithm (BFOA) [30, 31], flower pollination algorithm
(FPA) [32, 33], teaching-learning algorithm (TLA) [34], whale
optimization algorithm (WOA) [35], power loss index-based
improved harmony algorithm (PLI-IHA) [36], cuckoo search
algorithm (CSA) [37], improved mutation technique-based
differential evolution (IMT-DE) [38], moth swarm algorithm
(MSA) [39], ant colony algorithm based on loss sensitivity
factor (LSF-ACA) [40], heuristic method based on network
configuration (NCB-HM) [41, 42], combined practical
method (CPM) [43, 44], hybrid method (HM) [45], direct
search optimization algorithm (DSOA) [46], penalty free
method-based heuristic algorithm (PFHA) [47], inclusion
and variable interchange algorithm (IVIA) [48], water cycle
algorithm [49], and grey wolf algorithm (GWA) [49]. Among
themethods, MINPM, NCB-HM, CPM, IVIA, and DSOA are
not metaheuristic algorithms based on population and they
are mainly dependent on the real configuration of networks.
So, the application of the methods is not performed for ar-
bitrary systems without the analysis on the power loss and
voltage drop. Other metaheuristic algorithms can reach better
results than PSO and GA method groups; however, the real
performance of these methods was not demonstrated clearly.
In fact, these methods have been run by setting different
values to population and iterations without comparisons. It is
noted that metaheuristic algorithms can result in good so-
lutions if they spend high computation time due to high value
of population and iterations. In terms of considered objective
functions, almost all previous studies focused on the purpose
of reducing power loss of all branches and neglecting the total
compensation capacity. Observing the results from BFOA
[30, 31], FPA [33], NCB-HM [42], CPM [43, 44], and HM
[45], it could be seen that only the obtained power loss was
compared, methods with smaller power loss were concluded
to be more effective, and total compensation of all capacitors
was not discussed. For some cases, methods with higher
capacity could reach less power loss, but for other cases, low-
performance methods even with higher compensation ca-
pacity still obtained higher power loss. *e shortcoming has
been pointed out, and it was noted that higher compensation
capacity will use higher capacitor investment purchase cost
[46]. For tackling the issue, power loss and compensation
capacity were converted into cost by calculating energy loss
cost and considering capacitor purchase cost. *e sum of
energy loss cost and capacitor purchase cost was then con-
sidered as an objective for performance comparison.

In summary, the previous studies have two main
shortcomings in which the former is not to further inves-
tigate the convergence speed of compared methods and the
latter is not to consider compensation capacity. In this paper,
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the two shortcomings are solved by collecting population,
iteration, and the simulation time in addition to the con-
sideration of sum of energy loss cost and capacitor purchase
cost as the second single-objective function. A proposed
method, called modified stochastic fractal search optimiza-
tion algorithm (MSFS), is applied to reach two single-ob-
jective functions including total power loss and the total cost
of loss and capacitor of distribution systems. *e perfor-
mance of the proposed method is investigated by comparing
total loss, total cost, and convergence speed. Furthermore, the
proposed method is also demonstrated to be more effective
than its original method, stochastic fractal search optimi-
zation algorithm (SFS). SFS was also an effective optimization
tool developed in 2015 for reaching results from a 23-
function set [52]. *e method could attract the concern from
a huge number of researchers thanks to its superiority to
eight popular and effective algorithms such as PSO, differ-
ential evolution algorithm (DE), gravitational search opti-
mization algorithm (GSOA), artificial bee colony
optimization algorithm (ABCOA), cuckoo search optimi-
zation algorithm (CSOA), improved version of CSOA
(ICSOA), animal migration optimization algorithm
(AMOA), and backtracking search optimization algorithm
(BSOA). SFS was applied and reached promising results for
different optimization problems in electrical engineering
such as distributed generator placement in distribution
systems [53], environmental and economic dispatch [54],
PID controller design [55], economic load dispatch [56], and
reconfiguration of distribution networks [11]. SFS is char-
acterized by three mechanisms of generating new candidate
solutions including diffusion mechanism and two update
mechanisms. *e diffusion mechanism uses Gaussian dis-
tribution mean while the two update mechanisms use mu-
tation of DE with modifications.*e original structure of SFS
was considered to be ineffective for complicated problems,
and a number of improved versions were suggested for
different problems such as multiple area economic load
dispatch [57], optimal dispatch of reactive power [58],
photovoltaic system parameter estimation [59], optimal
transmission network power flow [60], and optimal gener-
ation control of interconnected power systems [61]. In the
proposed MSFS method, we use modifications on the three
mechanism to improve the search performance. In the dif-
fusion mechanism, we employ another new formula and
keep one out of two old formulas of SFS to balance the global
search and local search. In the two updatemechanisms, a new
algorithm is proposed for the two update mechanisms and
only performed for the first half of the whole population with
better quality. *e new algorithm can balance the global and
local search effectively while the number of fitness evalua-
tions is decreased to half of SFS. Each proposed modification
and all the proposed modifications are tested on three radial
distribution networks (RDNs) including 33, 69, and 85 nodes
with two different single-objective functions such as re-
duction of power loss and reduction of the sum of energy loss

cost and capacitor investment cost. As a result, the core
contributions of paper are summarized as follows:

(i) Core shortcomings of SFS are found.
(ii) New formula and new algorithms are proposed for

tackling shortcomings of SFS.
(iii) Each proposed modification and the whole modi-

fications are tested and proved
(iv) *e proposed MSFS is superior to its conventional

method in terms of using smaller number of
computation iterations, spending shorter simula-
tion time, and reaching better results.

In terms of the organization of the paper, the remaining
parts of the paper are as follows. Two single-objective
functions and considered constraints are presented in detail
in Section 2. *e original SFS method and the proposed
MSFS method are clearly explained in Section 3. Section 4
explains the implementation of MSFS for the problem. In
Section 5, three systems with two different objective
functions are employed to run SFS and MSFS for com-
parison and discussion. Finally, the summary and con-
clusions are presented in Section 6.

2. Problem Formulation

2.1. Objective Functions. *e conventional problem of
adding capacitors in the distribution system aimed to reduce
the active power loss [14] as much as possible while the total
compensation capacity was not considered as long as the
total compensation capacity was not higher than reactive
power demand of loads. However, some studies have
pointed out the major issue of the problem was the cost of
buying capacitors and energy loss. So, energy loss cost and
capacitor investment cost were considered as an objective. In
this paper, we consider two single-objective functions in
which the first objective is to minimize the total active power
loss (TPL) while the second objective is to minimize the sum
of energy loss cost and capacitor investment cost. *e two
objectives are presented as follows.

2.1.1. TPL Reduction. Distribution network is comprised of
a high number of distribution lines, and total active power
loss on the lines is significant as a result. Consequently,
capacitors are added at suitable nodes to reduce current of
lines and reduce the total active power loss on all lines. *e
first objective of the problem is to minimize the total active
power loss as shown in the following formula [30]:

minimize TPL � 
Nbr

i�1
3I

2
i Ri, (1)

where Ii is the current magnitude in the ith branch and Ri is
the ith branch resistance.
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2.1.2. Energy Loss and Investment Cost Reduction. When
placing capacitors in distribution networks, power loss and
energy loss can be reduced or even highly reduced if the
compensation capacity is very high. *e high compensation
capacity leads to a high cost for capacitor investment, and
the energy loss reduction cannot compensate the high cost of
capacitor investment. As the sum of energy loss cost and the
investment cost is low, the capacitor placement is effective.
*us, the energy loss cost and the capacitor investment cost
are the main factors of the second objective, and the ob-
jective is mathematically formed as follows [46]:

minimize TC � Pre 

M

m�1
TPLm · Tm + Prc 

Nc

j�1
Qcj, (2)

where TC is the total cost of energy loss cost and investment
cost; TPLm is the total active power loss of themth load level;
Pre and Prc are the price of each kWh and each kVAr; Tm is
the number of hours for the mth load level; and M is the
number of load levels.

2.1.3. Constraints. *e distribution power network can
work stably and effectively if voltage magnitude of all nodes
is within working range and current of branches is not
higher than the maximum limit of conductor. In addition,
the total reactive power of all capacitors must not be higher
than the total reactive power of all loads. *e whole con-
straints are as follows:

(i) Voltage limit constraint: voltage of each node in the
system must be within the working range of the
network. *e working range is the same for all nodes
while the voltagemagnitude of nodes can be different.
*e constraint is mathematically formulated as fol-
lows [34]:

Umin ≤Ui ≤Umax; i � 1, . . . ,Nb, (3)

where Umin and Umax are the minimum and maxi-
mum working voltage of all nodes in the radial
distribution networks and Ui is the voltage of the ith
node.
*e constraint plays a very important role in stabi-
lizing the operation of loads and the whole distri-
bution system as well as achieving the high benefit for
both customers and power companies. In case that
voltage of loads is smaller than Umin, load cannot
work at the rated power and loads can be damaged if
the voltage of loads is higher than Umax.
Limit constraint of total capacity of capacitors: ca-
pacitors are very useful in improving voltage profile
and reducing power loss of the distribution networks.
However, as the size of capacitors is high enough, the
power loss becomes higher, whereas voltage profile is
always improved and even voltage of loads can be
equal to rated value or higher than rated value.
Consequently, the total compensated reactive power
of capacitors must be limited as the following con-
straints [30]:


Nc

j�1
Qcj ≤Qc,max, (4)

where Qcj is the reactive power generation of the jth
capacitor and Qc,max is the maximum reactive power
generated by all capacitors.
As demonstrated in [62], the maximum compensated
power of capacitors could not be higher than the total
reactive power of all loads because the redundant
reactive power will continue to flow into other nodes
where reactive power is necessary. *e active power
flows will cause power loss unintentionally. So, the
compensation capacity must satisfy the constraint
below [43]:

Qc,max ≤ 
Nb

i�1
Qi, (5)

where Qi is the ith load reactive power.
Limit constraint of branch current: one main pa-
rameter of each distribution line is the maximum
current magnitude that conductor can work stably in
operating time. So, active and reactive power flows
that are distributed in all branches should be ap-
propriate and not higher than the capacity of dis-
tribution lines. In order to satisfy the requirement,
active and reactive power flows are converted into
current magnitude and the current magnitude must
not be higher than the maximum current of con-
ductor as shown in the model below:

Ii ≤ I
max
i ; i � 1, . . . ,Nbr, (6)

where Imax
i is the ith branch capacity.

3. The Proposed Method

3.1. Classical Stochastic Fractal Search Optimization Algo-
rithm (SFS). SFS performs three different techniques for
updating new solutions in each iteration. Among the three
techniques, the first one, called diffusion technique, can
produce many new solutions for each old solution depen-
dent on the number of diffusions, NDf. Each old solution can
be newly updated NDf times, and there will be (NDf ×NPo)
new solutions in the first technique as a result of the dif-
fusion effect. On the contrary, the two remaining techniques,
called the first update technique and the second updated
technique, produce much less new solutions than the first
technique. *e first and second update techniques perform
update at most a number of solutions equaling population.
So, the total newly updated solutions over the whole search
of SFS are (NDf ×NPo + 2×NPo)×NIter. *e three techniques
of the method are described in detail as follows.

3.1.1. Diffusion Technique. Diffusion technique of SFS can
diversify the search process by exploiting search space
around each current solution and the best solution. Each
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solution produces a random number (called rds) within zero
and one, and this random number is compared to a factor,
called diffusion factor (DF). *e technique can be formu-
lated by

X
new
s �

normrnd(Gbest, sigma) + ε × Gbest − Xs( , if rds <DF,

normrnd Xs, sigma( , otherwise.


(7)

In the equation, normrnd (Gbest, sigma) produces
random numbers around Gbest with a standard deviation of
sigma, which is obtained by

sigma �
log CIter( 

CIter
× Xs − Gbest( 




. (8)

3.1.2. ,e First Update Technique. In the first update
technique, SFS can update the whole population at most, but
normally the number of newly updated solutions is less than
the population size. In the first step, the whole population
must be sorted based on the fitness function. Better solutions
with smaller fitness function are placed at the end of the
population, whereas worse solutions with higher fitness
function are put at the top of the population. *e order
number of each solution after sorting is stored and set to Rs.
Each solution is evaluated by calculating a quality index as
the following equation:

QIs �
Rs

NPo
. (9)

*e quality index of each solution cannot be lower than 0
and higher than 1. *e best solution with the last position
will get the highest index with QIs � 1, and the worst solution
with the first position will get the lowest index with QIs � 1/
NPo.

In the second step, each solution will produce a random
number rdswithin zero and 1. If rds is equal to or higher than
QIs, the considered solution will be updated by the following
formula:

X
new
s � X1 − ε × X2 − Xs( . (10)

For another case (i.e., rds is less than QIs), the sth so-
lution remains unchanged. Clearly, solutions with high
quality do not have a high possibility to be newly updated.

3.1.3. ,e Second Update Technique. In the second update
technique, all solutions have the same update possibility, but
the methods for updating the solution can be different. Each
solution also produces a random number rds, and this value
is compared to 0.5 for determining which method is
employed for the considered solution. *e second update
technique is formulated as follows:

X
new
s �

Xs + ε × X3 − X4( , if rds < 0.5,

Xs − ε × X3 − Gbest( , else.
 (11)

3.2. ,e Proposed Modified Stochastic Fractal Search
Algorithm (MSFS)

3.2.1. Discussion on Diffusion Technique and New Diffusion
Technique. *e MSFS is proposed to tackle shortcomings
existing in its original version. In the diffusion technique,
two models in equation (7) can be used, but the new update
using the second model, normrnd (Xs, sigma), cannot be
effective because the result from normrnd (Xs, sigma) is a
randommethod without a certain base while the first model,
[normrnd (Gbest, sigma)+ ε (Gbest−Xs)], is much more
effective by using the best solution and a step size based on a
certain condition using [ε × (Gbest − Xs)]. Clearly, the first
model uses local search by searching around the so-far best
solution Gbest with a certain step size, whereas the second
model uses global search by searching around all current
solutions with randomization. So, the first model is suitable
for problem with many near global solutions while the
second model may not be effective because it is a random
search without certain condition.

In the new diffusion technique, shortcoming of equation
(7) can be avoided and improved by using the following
equation.

X
new
s �

normrnd(Gbest, sigma) + ε × Gbest − Xs + X1 − X2( + if rds <DF,

normrnd Xs, sigma(  + ε × X1 − X2( , otherwise.
 (12)

In equation (12), the above way can search around the best
solutionwith large distance where the belowway can exploit the
search around the sth considered solution with a smaller dis-
tance. *e proposed equation can support to exploit global
search (i.e., nearby each considered solution) and local search
(i.e., nearby the best solution) effectively. In addition, the two
ways are based on certain determinations using a small step size
with two solutions and a larger step size with four solutions,
whereas the below way of SFS in equation (7) uses a random
step size without certain condition.

3.2.2. Discussion on the Update Techniques. *e first update
technique shown in Section 3.1.2 has two key shortcomings
including the condition for update and the method for
update. *e condition for update is the comparison between
random number rds and the quality index QIs. Only solu-
tions with rds>QIs are updated while high quality solutions
with high value of QIs do not have many chances to be
updated. So, the condition limits the search around
promising spaces but highly allows to exploit search space
where low-quality solutions are existing. *e second
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shortcoming of the technique is equation (10), which uses
the subtraction, i.e., “−” from the current solution instead of
addition, i.e., “+” like other methods such as PSO, bat al-
gorithm, and cuckoo search algorithm.

In the second update technique, observing two ways
shown in equation (11), we can see themajor disadvantage of
SFS in producing new solutions by using the second update
technique. *e above way has the same feature as mutation
technique of differential evolution algorithm (DE), whereas
the below way has two differences from the mutation
technique of DE. *e first difference is to use “−” to subtract
a step size from the current solutions to produce new so-
lutions, whereas the second difference is to use Gbest instead
of a random solution to calculate a jumping step. As in-
dicated in [63] for improving the performance of spider
optimization algorithm and indicated in [58, 60] for im-
proving the performance of SFS, the use of subtraction to
decrease a step size from the current solutions could lead to
worse results and slow the convergence to the global opti-
mum solutions. *e main disadvantage of SFS was shown
clearly in [58] for reactive power dispatch problem and in
[60] for optimal power flow problem. *e two problems are
complicated in terms of a high number of decision variables
and complex constraints. Clearly, the two update techniques
need to be improved for getting more effective result from
complicated problems.

3.2.3. Modification on the Two Update Techniques. For
reaching good solutions in the two update mechanisms, we
propose a new technique for producing new solutions. In the
first update, only a half of population with better quality is
newly updated. *en, the new solutions are evaluated and
compared to old solution to keep better one and abandon
worse ones. *e whole population is sorted to arrange good
solutions with lower fitness at the top of the population, and
worse ones are arranged at the end of the population. As a
result, the first half of population is newly updated based on
the following steps:

Step 1: sort all solutions in ascending order of fitness
function (Fits).
Step 2: calculate average fitness function of the pop-
ulation, Fitmean.
Step 3: update new solutions for the first half of
population based on the following equation.

X
new
s �

Xs + ε × X1 − X2 + X3 − X4( , if Fits ≤ Fitmean,

Gbest + ε × X1 − X2 + X3 − X4( , else.


(13)

Formula (13) shows two different ways for updating
new solutions Xnew

s based on comparison result between
the considered old solution and the mean solution of the
whole population. In the first method, old solutions with
better quality than the mean solution of the whole pop-
ulation (i.e., Fits ≤ Fitmean) will be searched around with a
distance [ε (X1 −X2 +X3 −X4)]. On the contrary, old

solutions with worse quality than the mean solution (i.e.,
Fits > Fitmean) are abandoned and the current best solution
Gbest will be searched around with a step size of [ε
(X1 −X2 +X3 −X4)] in the second method. *e two
methods can exploit promising search zones effectively
and reduce search time around ineffective zones. Fur-
thermore, the application of the larger step with four
solutions X1, X2, X3 and X4 can form a large enough
jumping step to escape local zones and move fast to other
global zones. *e effectiveness of the proposed update
techniques will be demonstrated in numerical results.

4. The Implementation of the Proposed
Method for the Considered Problem

4.1. Initialization. In the first step of implementation, se-
lection of control variables should be accomplished and then
boundaries of the variables should be determined. In the
problem, shunt capacitors are placed in order to reduce total
power loss. *e total loss can be reduced in maximum if the
location and the capacity are the most appropriate. In a large
distribution power network with a high number of nodes,
the determination of the most appropriate nodes for placing
capacitors is not easy if optimization algorithms are not
applied. Furthermore, it is supposed to determine exact
nodes to place capacitors, and the determination of capacity
is also a difficulty. So, both location and capacity are control
variables and must be determined by using the proposed
method in the study. *e location of capacitors is from node
2 to node Nb while the total capacity of all capacitors should
not be higher than the total reactive power of loads as shown
in equation (5) and demonstrated in Section 2.1. Each so-
lution is represented as follows:

Xs � Lj,sQcj,s ; j � 1, . . . ,Nc& s � 1, . . . , NPo, (14)

where Lj,s and Qcj,s are the location and size of the jth ca-
pacitor corresponding to the sth solution.

Each solution Xs is randomized satisfying the constraint
below:

X
min ≤Xs ≤X

max
, s � 1, . . . , NPo, (15)

where Xmin and Xmax are called minimum solution and
maximum solution and are mathematically expressed as
follows:

X
min

� L
min
j,s , Q

min
cj,s ; j � 1, . . . ,Nc& s � 1, . . . , NPo,

X
max

� L
max
j,s , Q

max
cj,s ; j � 1, . . . ,Nc& s � 1, . . . , NPo,

(16)

where Lmin
j,s and Lmax

j,s are the minimum location and the
maximum location in the considered distribution network
and Qmin

cj,s and Qmax
cj,s are the minimum and maximum reactive

power generation of the jth capacitor.

4.2. Determination of Dependent Variables. After having the
location and size of capacitors, backward/forward sweep (BFS)
technique [64] is run to solve the power flow to obtain branch
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current and node voltage, called Ii,s and Ui,s, in which Ii,s is
current flowing in the ith branch corresponding to the sth
solution and Ui,s is voltage at the ith node corresponding to the
sth solution.*en, active power loss in each branch is calculated.

4.3. New Solution Generation and Correction. When ap-
plying the proposed method, new solutions are produced to
update control variables for three times corresponding to the
applications of diffusion technique, the first update tech-
nique, and the second update technique. After producing
new solutions and before running the BFS technique, the
new solutions must be checked and corrected based on the
formula below:

Xs �

Xs, if X
min ≤Xs ≤X

max
,

X
min

, if Xs <X
min

; s � 1, . . . , NPo,

X
max

, else.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(17)

In the equation above, control variables that are smaller
than minimum values are set to the minimum values while
other ones with higher value than the maximum values are
set to the maximum values. For remaining control variables
within the minimum and maximum values, the correction
will not be executed. Because there is no violation of control
variables, control variables are always accepted. However,
valid control variables are not called optimal solutions.
Optimal solutions must have valid control variables, valid
dependent variables, and suitable objective function value.

4.4. Fitness Function. Fitness function must be calculated to
reflect the quality of solutions. In the problem, fitness
function is the sum of objective function and penalty terms,
in which objective function (obj) can be either TPL in
equation (1) or TC in equation (2), whereas the penalty
terms are always the penalty of the violation of the branch
current and penalty of the violation of node voltage [62].

Fits � obj + PF1 

Nbr

i�1
ΔIi,s 

2⎛⎝ ⎞⎠

+ PF2 

Nb

i�1
ΔUi,s 

2⎛⎝ ⎞⎠; s � 1, . . . , NPo.

(18)

In the fitness function, ΔIi,s and ΔUi,s are the violation of
branch current in the ith branch and the violation of voltage
at the ith node corresponding to the sth solution. *e two
factors are calculated as follows:

ΔIi,s �
0, if Ii,s ≤ I

max
i ,

Ii,s − I
max
i , else,

⎧⎨

⎩ i � 1, . . . ,Nb, (19)

ΔUi,s �

0, if Umin ≤Ui,s ≤Umax,

Umin − Ui,s, if Ui,s <Umin; i � 1, . . . ,Nb,

Ui,s − Umax, else.

⎧⎪⎪⎨

⎪⎪⎩
(20)

Equations (19) and (20) indicate that penalty terms can
be equal to 0 if current is not higher than themaximum value

of conductor and voltage of nodes is within the operating
range of loads. In this case, the fitness function and the
objective function are the same and the considered solution
can be called valid solution. Nevertheless, the selection of an
optimal solution needs a predetermined solution set and the
best solution is then decided by using the lowest fitness value
of all solutions. In the paper, fifty valid solutions are found
for each study case and then the best solution is taken from
the fifty available solutions.

4.5. ,e Procedure of Implementing MSFS for the Problem.
*e whole procedure of applying the proposed MSFS for
finding the best site and size of capacitors can be plotted in
Figure 1 and described in detail as follows:

Step 1: set values to NPo, NIter, NDf, and DF.
Step 2: produce initial solutions satisfying constraint in
equation (15).
Step 3: solve power flow by running the BFS technique
to obtain Ii,s and Ui,s.
Step 4: find fitness function as shown in equations
(18)–(20).
Step 5: determine Gbest and set CIter � 1.
Step 6: perform the diffusion technique using equation
(12) to produce new solutions.
Step 7: correct violation of new solutions by using
equation (17).
Step 8: solve power flow by running the BFS technique
to obtain Ii,s and Ui,s.
Step 9: find fitness function as shown in equations
(18)–(20).
Step 10: compare new and old solutions to keep higher
quality ones.
Step 11: sort the population in ascending order of
fitness value.
Step 12: calculate average fitness function of the pop-
ulation Fitmean.
Step 13: update new solutions for the first half of
population using equation (13).
Step 14: correct violation of new solutions by using
equation (17).
Step 15: solve power flow by running the BFS technique
to obtain Ii,s and Ui,s.
Step 16: calculate fitness function as shown in equations
(18)–(20).
Step 17: at each position in the population, compare
solutions to keep better one.
Step 18: sort all solutions in ascending order of fitness
function.
Step 19: calculate average fitness function of the pop-
ulation Fitmean.
Step 20: update new solutions for the first half of
population using equation (13).
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Step 21: correct violation of new solutions by using
equation (17).
Step 22: solve power flow by running the BFS technique
to obtain Ii,s and Ui,s.
Step 23: find fitness function as shown in equations
(18)–(20).
Step 24: at each position in the population, compare
solutions to keep better one.
Step 25: determine Gbest.
Step 26: if CIter �NIter, stop the iterative algorithm.
Otherwise, set CIter �CIter + 1 and go back to step 6.

5. Numerical Results

In this section, the performance of the proposed MSFS is in-
vestigated by implementing the capacitor bank placement in
three distribution systems with the increase of bus number,

from 33, 69 to 85. In addition, three other methods including
the conventional SFS, SFS with the new diffusion technique
(called MSFS1), and SFS with the two new update techniques
(called MSFS2) are also executed for clearly showing the ro-
bustness of each new proposed technique. All the implemented
methods are coded in Matlab program language and executed
on a PC with a 2.4GHz processor and a 4.0GB RAM. For each
study case, each method is implemented for 50 trial runs.

For demonstration of the high performance of the
proposed MSFS method, we focus on the comparison cri-
teria as follows:

(1) *e best solution of 50 trial runs: the four imple-
mented methods are based on randomization, so the
best solution should be collected for indicating the
strong search ability of compared method. As
compared to other previous methods, the best so-
lution comparison can be performed by using the
total power loss and total cost.

No

Yes

Randomly produce new solutions 
satisfying constraint in equation (15)

Solve power flow by running the BFS
technique to obtain Ii,s and Ui,s

Solve power flow by running the BFS
technique to obtain Ii,s and Ui,s

Solve power flow by running the BFS
technique to obtain Ii,s and Ui,s

Solve power flow by running the BFS
technique to obtain Ii,s and Ui,s

Calculate fitness function by using 
equations (19)–(21)

Calculate fitness function by using 
equations (19)–(21) Calculate fitness function by using 

equations (19)–(21)

Determine Gbest and set CIter = 1

Perform the diffusion technique using 
equation (12) to produce new solutions

Correct violation of new solutions by 
using equation (18)

Compare new and old solutions to keep 
higher quality ones

Sort all solutions in ascending order of 
fitness function

Calculate average fitness function of the 
population Fitmean

Update new solutions for the first half 
of population using equation (13)

Correct violation of new solutions by 
using equation (18)

Calculate fitness function by using 
equations (19)–(21)

Compare new and old solutions to 
keep higher quality ones

Sort all solutions in ascending order of 
fitness function

Calculate average fitness function of 
the population Fitmean

Update new solutions for the first half 
of population using equation (13)

Correct violation of new solutions by 
using equation (18)

Compare new and old solutions to 
keep higher quality ones

Determine Gbest

Stop the iterative 
algorithm 

CIter = CIter + 1 

CIter = NIter

Set values to NDf,
NPo, NIter and DF

Figure 1: *e MFS method implementation procedure for capacitor placement in distribution systems.
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(2) *e fluctuations of 50 trial runs: the fluctuations can
be reflected by observing the mean loss of 50 runs,
the standard deviation of 50 runs, and the detail of 50
runs. Methods with lower mean and lower standard
deviation can reach more stable search. *e low
fluctuations of 50 runs can confirm the lower mean
and standard deviation obviously. As compared to
other previous methods, mean power loss, maximum
power loss, and standard deviation can be used for
comparison; however, approximately all previous
studies have ignored these values for comparisons.
For the objective of total cost, the comparisons
cannot be done because all previous methods
neglected mean and maximum cost.

(3) *e convergence speed: the four implemented
methods are run by setting the same control pa-
rameters (i.e., the same diffusion number, the same
population, and the same number of iterations). So,
the method that can reach the best solution with
better quality is the faster one. In addition, calcu-
lation time (CT) is also employed to evaluate the
convergence speed. So, the criterion is also applied
for comparing with other previous methods.
Methods with lower control parameters and/or
shorter CT can be faster.

5.1.ResultComparison for the33-BusNetworkwithPowerLoss
Objective. In this section, the first distribution system with
33 buses is employed for placing capacitors with the aim to
reduce total power loss. *e system is plotted in Figure 2
[38].

*e load of the system is comprised of 3715 kW and
2300 kVAr. *e whole data of the system are taken from the
study [38] and also reported in Table 1. In order to obtain
simulation results, four methods consisting of SFS, MSFS1,
MSFS2, and the proposed MSFS are run by setting NDf, NPo,
and NIter to 2, 10, and 15, respectively. *e two study cases
for the system corresponding to the different number of
capacitor banks are shown in the following sections.

5.1.1. Case 1: Two Capacitor Banks (Nc� 2). *e summary of
the 50 runs includingminimum and standard deviation and the
mean and maximum loss is, respectively, reported in Figures 3
and 4 while power loss from 50 runs found by the four executed
methods is shown in Figure 5. Figure 3 shows that three
modified methods can reduce the same total power loss to
141.8433kWwhile SFS cannot reach the value although the loss
is insignificantly higher. However, the standard deviation of the
proposed method is the lowest with 0.78 and that of SFS is the
highest with 2.19. As shown in Figure 4, the mean loss of the
proposed method is the lowest and equal to 142.0859kW,
whereas that of SFS is 143.86 kW and the highest.*e proposed
method can reach the second-best maximum loss with
145.9195kWwhile SFS is still theworstmethodwith the highest
maximum loss with 151.23 kW. Namely, the proposed method
can reach less mean loss and less maximum loss than SFS by
1.77 and 5.31 kW, respectively. Clearly, the performance of SFS

is the lowest among four implemented methods. Figure 5 can
indicate the lowest stability of SFS since points in green have the
highest fluctuations. On the contrary, the proposed method
with points in blue has the lowest fluctuations and there are
many points with the same loss as the best point.

In summary, the comparison of results can indicate the
advantages as follows:

(1) *e newly proposed diffusion technique and the two
newly proposed update techniques are really effec-
tive. In fact, MSFS1 and MSFS2 can find less min-
imum loss, less mean loss, and less maximum loss
than SFS. In addition, the standard deviation and the
fluctuations of MSFS1 and MSFS2 are lower than
those of SFS.

(2) *e proposed method is much effective than its
conventional method, SFS. In fact, the three com-
parison criteria are applied to indicate the statement
exactly.*e proposed method reaches less minimum
loss, so it reaches superiority as shown in the first
comparison criterion. *e mean, maximum, and
standard deviation of the proposed method are less
than those of SFS. In addition, the proposed method
can find many solutions with the same quality as the
best solution. So, the second comparison criterion is
confirmed. *e proposed method and SFS use the
same control parameters, but the proposed method
can reach much better results. Hence, the proposed
method is faster than SFS as said in the third
comparison criterion.

In addition, the proposed method is also compared to
previous methods as shown in Table 2. *e results indicate that
the proposed method can reach the smallest power loss with
141.8433kW while two other methods reach higher loss with
141.94 and 141.9 kW. As compared to the base network without
capacitors, the loss reduction from HM [45], NCB-HM [42],
and the proposed method is, respectively, 32.72%, 32.74%, and
32.77%. *e calculation time of the proposed method is only
0.382 seconds, whereas the time of the two compared methods
was not reported for comparison. It is noted that the time of
0.382 seconds is very small while the two methods have applied
analytical methods. Furthermore, HM has used the power loss
sensitivity factor to find the most appropriate location and then
it has used PSO to search the size of each selected capacitor
bank. So, the two methods are hardly ever faster than the

~
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

23 24 25

19 20 21 22 26 27 28 29 30 31 32 33

Figure 2: *e 33-bus distribution system.
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proposed method. So, the proposed method is superior to the
two methods for the study case.

5.1.2. Case 2: ,ree Capacitor Banks (Nc� 3). *e results
from 50 trial runs for the study case with 3 capacitor banks
are shown in Figures 6–8. *e observation from Figures 6

and 7 shows the same characteristic that the height of bars
tends to be decreased from SFS to MSFS. *is means the
improvement is gradually increased from MSFS1, MSFS2 to
MSFS, whereas SFS is the worst method with the highest
bars. *e exact comparisons indicate that the proposed can
find less minimum loss, less mean loss, and less maximum

Table 1: Data of the first system with 33 buses.

Line Sending node Receiving node Resistance (Ω) Reactance (Ω)
Load at receiving

node Maximum line capacity (kVA)
P (kW) Q (kVAr)

1 1 2 0.0922 0.047 100 60 400
2 2 3 0.493 0.251 90 40 400
3 3 4 0.3661 0.1864 120 80 400
4 4 5 0.3811 0.1941 60 30 400
5 5 6 0.819 0.707 60 20 400
6 6 7 0.1872 0.6188 200 100 300
7 7 8 1.7117 1.2357 200 100 300
8 8 9 1.0299 0.74 60 20 200
9 9 10 1.044 0.74 60 20 200
10 10 11 0.1967 0.0651 45 30 200
11 11 12 0.3744 0.1237 60 35 200
12 12 13 1.468 1.1549 60 35 200
13 13 14 0.5416 0.7129 120 80 200
14 14 15 0.5909 0.526 60 10 200
15 15 16 0.7462 0.5449 60 20 200
16 16 17 1.2889 1.721 60 20 200
17 17 18 0.732 0.5739 90 40 200
18 2 19 0.164 0.1565 90 40 200
19 19 20 1.5042 1.3555 90 40 200
20 20 21 0.4095 0.4784 90 40 200
21 21 22 0.7089 0.9373 90 40 200
22 3 23 0.4512 0.3084 90 50 200
23 23 24 0.898 0.7091 420 200 200
24 24 25 0.8959 0.701 420 200 200
25 6 26 0.2031 0.1034 60 25 300
26 26 27 0.2842 0.1447 60 25 300
27 27 28 1.0589 0.9338 60 20 300
28 28 29 0.8043 0.7006 120 70 200
29 29 30 0.5074 0.2585 200 600 200
30 30 31 0.9745 0.9629 150 70 200
31 31 32 0.3105 0.3619 210 100 200
32 32 33 0.3411 0.5302 60 40 200

141.8438 141.8433 141.8433 141.8433

2.19
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Figure 3: Minimum power loss and standard deviation of 50 trial runs obtained by SFS methods for case 1 of the 33-bus system.

Complexity 11



loss than SFS by 0.26 kW, 2.35 kW, and 4.76 kW, respec-
tively. In addition, the standard deviation of the proposed
method is also smaller than that of SFS by 0.86. Clearly, the
new diffusion technique and the two new update techniques
have a significant impact on the improvement of the

proposed method in finding better solutions and in stabi-
lizing the search process. Figure 8 can show clear advantage
of the proposed method since approximately all points of the
proposed method have smaller fluctuations and have lower
loss than those of the SFS method. Furthermore, the

Table 2: Comparison with other methods for case 1 of the 33-bus system.

Method NPo NIter Bus Size Total capacity
(kVAr) Min. loss (kW) Mean loss (kW) Max. loss (kW) STD CT (s)

Base network
(Nc� 0) — — — — — 211 — — — —

NCB-HM [42] — — 13 405 1457 141.9 — — — —30 1052

HM [45] — — 12 430 1470 141.94 — — — —30 1040

MSFS 10 15 12 465.20 1528.5 141.8433 142.0859 145.9195 0.7757 0.38230 1063.3
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Figure 4: Mean and maximum power loss of 50 trial runs obtained by SFS methods for case 1 of the 33-bus system.
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Figure 5: Total power loss of 50 trial runs obtained by SFS methods for case 1 of the 33-bus system.
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proposed method can find eight solutions with the same
quality as the best solution, but SFS cannot find even one run
with the same loss as the best solution.

*ere is a main difference of the case with 3 capacitor
banks and above case with 2 capacitor banks in finding the
best solution. Only MSFS can find the best solution for this
case while other ones are searching solutions. But the four
methods could find the same solutions for the above case.
*e fact that this case is more complicated is due to the
higher number of control variables (i.e., 3 capacitor banks
are corresponding to six control variables, three locations,
and three sizes). So, SFS as well as MSFS1 and MSFS2 needs
more iterations for finding the same solution as the proposed
MSFS method.

For giving more evidences of the high performance of
the proposed method, Table 3 is established for com-
parisons with previous methods. Looking through the
minimum loss in the table, we can see that the lowest
minimum loss is from MSFS with 138.31 kW while the
second-lowest minimum loss is from HM [45] and CPM
[44] with 138.37 kW and the highest minimum loss is
from BFOA [30] with 144.04 kW. *e exact calculation
indicates the proposed method can reduce the loss from
0.06 kW to 5.72 kW as compared to other ones. As
compared to the base network without capacitor banks,
the proposed method can reach the total loss reduction of
34.45% while other ones can reach the reduction from
31.73% to 34.42%. Clearly, the improvement of the
proposed method is higher than that of other ones from
0.03% to 2.72%. *e comparison of convergence speed is
not successful excluding the comparison with BFOA [30]
and FPA [33]. Population size and the number of iter-
ations from the proposed method are less than those from
the two methods. *ey are 10 for the proposed method,
but they are 50 for BFOA [30] and 20 and 200 for FPA
[33]. *e simulation time of FPA was 7.75 seconds, but it
is only 0.36 seconds for the proposed MSFS method. In
summary, the proposed method can reach better solution
than other methods and its speed can be as fast as them or
much faster than them. Consequently, the proposed
method is an effective one for the study case with 3 ca-
pacitor banks in the 33-node distribution system.

*e voltage profile of the 33-node distribution system
for three cases, the first case without capacitor placement
(called Base), the second case with 2 capacitors, and the
third case with 3 capacitors is plotted in Figure 9. *e
three curves show the significant improvement of voltage
for the cases with capacitor bank placement. *e lowest
voltage is much increased from less than 0.91 pu of the
base network to higher than 0.93 pu of the two cases with
capacitors. Furthermore, voltage of approximately all
nodes of the cases with capacitors is higher than that of
the base network. Clearly, the capacitor placement is
necessary for the voltage profile improvement purpose.
However, the improvement of the case with 3 capacitors
over the case with 2 capacitors is not much since the same
nodes from the two cases have approximately the same
voltage excluding nodes 23, 24, and 25 where the case
with 3 capacitors has better voltage.

5.2. Result Comparison for the 69-Bus Network with Power
Loss Objective. In this section, the four executed methods
are tested on a larger scale system with 69 nodes as shown in
Figure 10 [38]. *e total active power and reactive power of
all loads are, respectively 3801 kW and 2695 kVAr. *e data
of the system are taken from the study [38] and also reported
in Table 4. In order to solve system with two cases, two
capacitor banks and three capacitor banks, the four executed
methods are run by setting NDf, NPo, and NIter to 2, 10, and
20, respectively. *e simulation result comparisons are
presented in the following sections.

5.2.1. Case 1: Two Capacitor Banks (Nc� 2). *e minimum
loss and standard deviation and the mean loss and maxi-
mum loss from the four methods are given in Figures 11 and
12. *e minimum loss of the study case is similar to the case
with 2 capacitor banks of the 33-node distribution system
since MSFS1, MSFS2, and the proposed MSFS have ap-
proximately the same loss about 146.44 kWwhile that of SFS
is much higher and equal to 146.6221 kW. For other results,
the proposed method continues to show outstanding per-
formance because it gets the lowest values of STD, mean loss,
and maximum loss. SFS is still the worst method with all
highest values. *e exact comparison between SFS and the
proposed method shows that the proposed method can
reach smaller minimum, mean, and maximum loss than SFS
by 0.18, 3.45, and 7.33 kW, respectively. SFS is less stable in
searching solution since its standard deviation is higher by
1.67. In addition, Figure 13 is also a clear evidence for the
improvement of the proposed method over SFS. *e fluc-
tuations of the proposed method are much smaller than
those of SFS, and MSFS can find more than thirty best
solutions, but SFS cannot find the best solution even one
time. Consequently, the proposed method outperforms SFS
in effectively finding solution and converging faster to the
best solution.

*e proposed method is compared to other ones in
Table 5. Because mean loss, maximum loss, STD, and CT for
all methods were not reported, the comparison for further
investigation failed. However, the minimum loss can be seen
from the best performance of the proposed method since it
reaches the lowest loss with 146.44 kW while that of the base
network, the second-best method, and the worst method is
225, 146.5, and 152.05 kW. Obviously, the proposed method
can reduce loss by 78.56, 0.06, and 5.6141 kW, respectively.
*e proposed method can reduce power loss up to 34.9%
compared to the base network without capacitor placement,
and its improvement level over other ones is from 0.04 to
3.69%. *ese values can show the high performance of the
proposedmethod. NCB-HM [42] andHM [45] have reached
results as good as the proposed method, but these methods
have been based on the features of networks and conver-
gence speed cannot be measured. PSO and GA are much
slower than the proposed method. *e simulation time of
the two methods was not reported, but the population size
and the number of iterations are very high, 30 and 50, while
those are only 10 and 20 for the proposed method. So, the
proposed method is very useful for the study case.
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Figure 6: Minimum power loss and standard deviation of 50 trial runs obtained by SFS methods for case 2 of the 33-bus system.
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Figure 7: Mean and maximum power loss of 50 trial runs obtained by SFS methods for case 2 of the 33-bus system.
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Figure 8: Total power loss of 50 trial runs obtained by SFS methods for case 2 of the 33-bus system.
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5.2.2. Case 2: ,ree Capacitor Banks (Nc� 3). For the case,
the minimum loss, standard deviation, and the mean loss
have the same shape as shown in Figures 14 and 15, and only
maximum loss has a slight difference. In fact, the bars in the
figures tend to be shorter gradually from SFS to MSFS1,
MSFS2, and MSFS. *e minimum loss is, respectively,
145.59, 145.19, 145.14, and 145.13 for SFS, MSFS1, MSFS2,
andMSFS. Similarly, the standard deviation is also decreased
from 1.61 to 1.31, 1.24, and 1.12 for SFS, MSFS1, MSFS2, and
MSFS. *e mean loss is the highest for SFS with 147.88 kW
and is the lowest for MSFS with 146.35 kW. For the max-
imum loss, SFS is still the worst method with the loss of
152.33 kW while MSFS2 is the best method with the

maximum loss of 151.24 kW. *e comparison with SFS
indicates that the proposed method can reach the reduction
of minimum loss, mean loss, and maximum loss by 0.46,
1.53, and 1.12 kW. Figure 16 shows the strong search of the
proposed method with many points having smaller loss than
other ones, especially compared to SFS. *e proposed
method can find three best solutions with the lowest loss,
whereas SFS cannot find the same quality solution over 50
runs. Consequently, the proposed method still reaches the
best performance for the study case because it can find
approximately all better results excluding themaximum loss.

Table 6 summarizes comparisons of the proposed
method with other ones for the study case. *e optimal
location, size, and the minimum loss of all methods have
been reported, but other results such as mean loss, maxi-
mum loss, standard deviation, and CT have been reported
for only somemethods. In addition, control parameters such
as population and iterations have not been reported for all
methods. *e minimum loss of the compared methods is
from 145.2 kW to 156.62 kW while the best loss of the
proposed method is 145.13 kW. Clearly, the proposed
method can reduce the loss by from 0.07 kW to 11.49 kW as
compared to other ones and by 79.87 kW as compared to the
base network without capacitors. From the power loss re-
duction, the improvement level of the proposed MSFS
method over the worst compared method and the best
compared method can be calculated to be 7.34% and 0.05%.
Furthermore, the power loss improvement can be up to
35.5% as compared to the original network without the
placement of capacitors. Only FPA [33] reported better
mean loss, maximum loss, and standard deviation than the
proposed method, but it used 20 for population size and 200
for iterations and took much longer calculation time, 18.36

Table 3: Comparison with other methods for case 2 of the 33-bus system.

Method NPo NIter Bus Size Total capacity
(kVAr) Min. loss (kW) Mean loss (kW) Max. loss (kW) STD CT (s)

Base network
(Nc� 0) — — — — — 211 — — — —

BFOA [30] 50 50
18 349.6

1447.5 144.04 — — — —30 820.6
33 277.3

FPA [33] 20 200
13 450

1800 139.075 13139.57 140.046 0.07793 7.7524 450
30 900

NCB-HM [42] NR NR
13 383

1769 138.65 NR NR NR —25 386
30 1000

CPM [43] NR NR
12 500

2000 138.61 NR NR NR —24 500
30 1000

CPM [44] NR NR
13 359

1895 138.37 NR NR NR —24 520
30 1016

HM [45] NR NR
13 360

1890 138.37 — — — —24 510
30 1020

MSFS 10 15
12 436.2

1989.6 138.31 139.6427 141.5659 0.9661 0.3724 538.4
30 1015
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Figure 9: Voltage profile of the 33-bus network for different cases
of capacitor placement.
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seconds. TLA [34] reported better maximum loss and
standard deviation but worse minimum loss, worse mean
loss, and longer simulation time together with higher
population size and more iterations.*e population size and
iterations of the method are 50 and 100, but those of the
proposed method are only 10 and 20. *e values resulted in
very high simulation time of TLA with 15.76 seconds, which
is much higher than 0.96 seconds of the proposed method.
Clearly, the proposed method can be higher than five times
faster than TLA through the comparison of control pa-
rameters and higher than sixteen times faster than TLA via
the comparison of the simulation time. Other methods with
the presentation of population and iterations are FGA [26]
(60 and 100), GSA [28] (2500 and 750), and MSA [39] (50
and 100), but only MSA [39] reported simulation time of
11.42 seconds. *rough the comparison of control param-
eter settings, the proposed method is, respectively, about 10,
3125, and 8 times faster than FGA [26], GSA [28], and MSA
[39]. *ese methods are much slower, but they find lower
quality of optimal solutions. *e result comparison analysis
can confirm the following advantages of the proposed
method.

(1) Reaching better minimum loss than all compared
methods.

(2) Using smaller population size and smaller number of
iterations than metaheuristics, whose control pa-
rameters were reported.

(3) Spending smaller calculation time than other
methods.

As a result, it can be concluded that the proposed
method is more suitable than other ones when applied for
determining optimal location and size of capacitors in the
69-node distribution system.

Figure 17 shows the improvement of node voltage when
installing capacitors in the 69-bus distribution system.*e blue
curve shows the voltage of all nodes before installing capacitors
while the green and red curves are voltage of all nodes for the
cases with two and three capacitors. *e lowest voltage can be
seen for the blue curve which is about less than 0.91pu but that
of the green curve and red curve is much higher, about higher

than 0.93pu. At other nodes, the improvement is not as high as
at the lowest node voltage, but the improvement is significant.
*e deviation of voltage is high from bus 10 to bus 29 and from
bus 57 to bus 66. *e deviation can confirm the high contri-
bution of the capacitors in enhancing the voltage profile. *e
comparison between the case with 2 capacitors and 3 capacitors
reveals that the voltage profile is not much improved when
increasing the number of capacitors from 2 to 3. Consequently,
if the voltage profile is an objective, 3 capacitors cannot be the
best option. *is maybe dependent on other issues such as
investment capital and operation cost.

5.3. Result Comparison for the 85-Bus Network with Power
Loss Objective. In the section, the four methods are run on
the largest distribution system with 85 buses and the number
of capacitors is increased from 2, 3, 4 to 14. *e total active
power and the total reactive power of all loads are
2570.28 kW and 2622.08 kVAr. *e system is plotted in
Figure 18 [35]. *e entire data are taken from the study [35]
and also given in Table 7. Due to the large system and the
different number of control variables, NDf, NPo, and NIter are
set to different values for different cases. *ey are shown in
detail in the following sections.

5.3.1. Case 1: Two Capacitor Banks (Nc� 2). In order to
solve the study case with 2 capacitors, the four executed
methods are run by setting NDf, NPo, and NIter to 2, 10, and
25, respectively. All results are reported in Figures 19–21.
*e minimum loss in Figure 19 shows that all the methods
have approximately the same best solution; however, the
proposed method can reach the best solution with the lowest
loss, which is slightly less than that of other ones. *e
standard deviation, 0.5669 for MSFS and 1.4205 for SFS,
from the figure also shows the most stable search of MSFS
and the worst stable search of SFS. Figure 20 continues to
give the better result of MSFS since its mean loss and
maximum loss are the smallest values, and SFS still reaches
the highest value for the mean loss and the second-highest
value for themaximum loss.*e proposedmethod can reach
less minimum loss, mean loss, and maximum loss than SFS

~
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28 29 30
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19 20 21 22 23 24 25 26 27

68 69

36 37 38 39 40 41 42 43 44 45 46

53 54 55 56 57 58 59 60 61 62 63 64 6531 32 33 34 35

Figure 10: *e 69-bus distribution system.
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Table 4: Data of the second system with 69 buses.

Line Sending node Receiving node Resistance (Ω) Reactance (Ω)
Load at receiving

node Maximum line capacity (kVA)
P (kW) Q (kVAr)

1 1 2 0.0005 0.0012 0 0 10761
2 2 3 0.0005 0.0012 0 0 10761
3 3 4 0.0015 0.0036 0 0 10761
4 4 5 0.0251 0.0294 0 0 5823
5 5 6 0.366 0.1864 2.6 2.2 1899
6 6 7 0.3811 0.1941 40.4 30 1899
7 7 8 0.0922 0.047 75 54 1899
8 8 9 0.0493 0.0251 30 22 1899
9 9 10 0.819 0.2707 28 19 1455
10 10 11 0.1872 0.0691 145 104 1455
11 11 12 0.7114 0.2351 145 104 1455
12 12 13 1.03 0.34 8 5.5 1455
13 13 14 1.044 0.345 8 5.5 1455
14 14 15 1.058 0.3496 0 0 1455
15 15 16 0.1966 0.065 45.5 30 1455
16 16 17 0.3744 0.1238 60 35 1455
17 17 18 0.0047 0.0016 60 35 2200
18 18 19 0.3276 0.1083 0 0 1455
19 19 20 0.2106 0.069 1 0.6 1455
20 20 21 0.3416 0.1129 114 81 1455
21 21 22 0.014 0.0046 5.3 3.5 1455
22 22 23 0.1591 0.0526 0 0 1455
23 23 24 0.3463 0.1145 28 20 1455
24 24 25 0.7488 0.2745 0 0 1455
25 25 26 0.3089 0.1021 14 10 1455
26 26 27 0.1732 0.0572 14 10 1455
27 3 28 0.0044 0.0108 26 18.6 10761
28 28 29 0.064 0.1565 26 18.6 10761
29 29 30 0.3978 0.1315 0 0 1455
30 30 31 0.0702 0.0232 0 0 1455
31 31 32 0.351 0.116 0 0 1455
32 32 33 0.839 0.2816 14 10 2200
33 33 34 1.708 0.5646 19.5 14 1455
34 34 35 1.474 0.4673 6 4 1455
35 3 36 0.0044 0.0108 26 18.55 10761
36 36 37 0.064 0.1565 26 18.55 10761
37 37 38 0.1053 0.123 0 0 5823
38 38 39 0.0304 0.0355 24 17 5823
39 39 40 0.0018 0.0021 24 17 5823
40 40 41 0.7283 0.8509 1.2 1 5823
41 41 42 0.31 0.3623 0 0 5823
42 42 43 0.041 0.0478 6 4.3 5823
43 43 44 0.0092 0.0116 0 0 5823
44 44 45 0.1089 0.1373 39.22 26.3 5823
45 45 46 0.0009 0.0012 39.22 26.3 6709
46 4 47 0.0034 0.0084 0 0 10761
47 47 48 0.0851 0.2083 79 56.4 10761
48 48 49 0.2898 0.7091 384.7 274.5 10761
49 49 50 0.0822 0.2011 384 274.5 10761
50 8 51 0.0928 0.0473 40.5 28.3 1899
51 51 52 0.3319 0.1114 3.6 2.7 2200
52 9 53 0.174 0.0886 4.35 3.5 1899
53 53 54 0.203 0.1034 26.4 19 1899
54 54 55 0.2842 0.1447 24 17.2 1899
55 55 56 0.2813 0.1433 0 0 1899
56 56 57 1.59 0.5337 0 0 2200
57 57 58 0.7837 0.263 0 0 2200
58 58 59 0.3042 0.1006 100 72 1455
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by 0.03, 1.55, and 2.21 kW, respectively. *e outstanding
performance of MSFS over SFS can be clearly seen through
Figure 21. *e fluctuations of SFS are higher than MSFS1

and MSF2 and much higher than MSFS. MSFS not only has
very smaller oscillations but also reaches many solutions
with the same quality as the best solution. *e manner can

Table 4: Continued.

Line Sending node Receiving node Resistance (Ω) Reactance (Ω)
Load at receiving

node Maximum line capacity (kVA)
P (kW) Q (kVAr)

59 59 60 0.3861 0.1172 0 0 1455
60 60 61 0.5075 0.2585 1244 888 1899
61 61 62 0.0974 0.0496 32 23 1899
62 62 63 0.145 0.0738 0 0 1899
63 63 64 0.7105 0.3619 227 162 1899
64 64 65 1.041 0.5302 59 42 1899
65 11 66 0.2012 0.0611 18 13 1455
66 66 67 0.0047 0.0014 18 13 1455
67 12 68 0.7394 0.2444 28 20 1455
68 68 69 0.0047 0.0016 28 20 1455
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Figure 11: Minimum power loss and standard deviation of 50 trial runs obtained by SFS methods for case 1 of the 69-bus system.
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Figure 12: Mean and maximum power loss of 50 trial runs obtained by SFS methods for case 1 of the 69-bus system.
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Figure 13: Total power loss of 50 trial runs obtained by SFS methods for case 1 of the 69-bus system.

Table 5: Comparison with other methods for case 1 of the 69-bus distribution system.

Method NPo NIter Bus Size Total capacity
(kVAr) Min. loss (kW) Mean loss (kW) Max. loss (kW) STD CT (s)

Base network
(Nc� 0) — — — — — 225 — — — —

PSO [17] 30 1000 61 1029 1236 152.0541 — — — —64 207

RCGA [25] 30 1000 61 1029 1236 152.0541 — — — —64 207

NCB-HM [42] NR NR 61 1224 1580 146.5 — — — —
17 356

HM [45] NR NR 61 1240 1590 146.5 — — — —
18 350

MSFS 10 20 17 360.94 1636 146.44 146.7059 149.2724 0.7467 0.8461 1275.06
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Figure 14: Minimum power loss and standard deviation of 50 trial runs obtained by SFS methods for case 2 of the 69-bus system.
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confirm the real performance of the proposed method as
compared to its conventional version.

However, the proposedmethod’s performance cannot be
further investigated for the case because previous studies
have not considered the case of 2 capacitor banks for the
system with 85 nodes. So, the performance investigation can
be implemented for the next cases with 3, 4, and 14 capacitor
banks.

5.3.2. Case 2:,ree Capacitor Banks (Nc� 3). In this section,
the proposed methods and other SFS methods are applied
for the case with three capacitors by setting NDf, NPo, and
NIter to 2, 10, and 25, respectively. Result comparisons for the
case are shown in Figures 22–24. *e first two figures have
the same characteristics since SFS is the worst method with

the highest values of loss and standard deviation while MSFS
is the best method with the lowest values. *e proposed
method can reach less minimum loss, mean loss, and
maximum loss than SFS by 1.88, 4.62, and 7.42 kW, re-
spectively. Figure 24 shows that all the fluctuations of the
proposed method are much lower than those of SFS and
approximately all points of the proposed method have lower
loss than those of SFS. In the figure, it is hard to indicate a
better method between MSFS1 and MSFS2, but the two
methods are more effective than SFS. *e proposed method
finds three best solutions and many local optimal solutions
with slightly less loss than these best solutions while SFS
cannot converge to nearby global optimal solutions or the
same local optimal solutions. Clearly, the new diffusion
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Figure 15: Mean and maximum power loss of 50 trial runs obtained by SFS methods for case 2 of the 69-bus system.
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Figure 16: Total power loss of 50 trial runs obtained by SFS methods for case 2 of the 69-bus system.
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Table 6: Comparison with other methods for case 2 of the 69-bus system.

Method NPo NIter Bus Size Total capacity
(kVAr) Min. loss (kW) Mean loss (kW) Max. loss (kW) STD CT (s)

Base network
(Nc� 0) — — — — — 225 — — — —

TSM [14] NR NR
19 225

1350 148.91 — — — —63 900
63 225

IWC-PSO [16] — —
46 241

1621 152.48 — — — —47 365
50 1015

FGA [26] 60 100
59 100

1600 156.62 — — — —61 700
64 800

GSA [28] 2500 750
13 150

1350 145.9 — — — —15 1050
26 150

FPA [33] 20 200
11 450

1950 145.86 146.26 146.627 0.05284 18.3622 150
61 1350

TLA [34] 50 100
12 600

1800 146.35 146.57 146.92 0.02134 15.7661 1050
64 150

CSA [37] — —
18 350

1565 146.1 — — — —61 1150
65 65

MSA [39] 50 100
12 450

1800 145.41 — — — 11.4221 150
61 1200

NCB-HM [42] — —
61 1210

1756 145.3 — — — —21 226
12 320

CPM [44] — —
11 368

1795 145.21 — — — —21 231
61 1196

HM [45]
— — 61 1190

1770 145.2 — — — —— — 18 250
— — 11 330

MSFS 10 20
11 406.55

1889.6 145.1297 146.3475 151.2064 1.1214 0.9619 246.59
61 1236.45
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Figure 17: Voltage profile of the 69-bus network for different cases of capacitor placement.
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technique and two newly proposed update techniques are
useful for the proposed method.

*e comparison of result with other previous methods for
the case is reported in Table 8. *e loss of the base network is
316.12 kW and that of the proposed method is 150.8555 kW
while that of BFOA [31] and FPA [33] is 152.25 and
151.807 kW. *e loss indicates that the proposed method can
reach less loss than the base network and these methods by
165.3445, 1.3945, and 0.9515 kW, respectively. *e loss re-
duction is, respectively, equivalent to 52.3%, 0,92%, and 6.3%,
and these values are also better effectiveness levels of the
proposed method. FPA reported better mean loss, maximum
loss, and standard deviation, but it used much higher values
for control parameters and took longer simulation time. *e
method has used 20 and 200 for population and iterations and
spent 18.36 seconds for simulation time while these pa-
rameters are only 10 and 25 and simulation time is 2.5
seconds for the proposed method. Clearly, FPA could reach
better stability thanks to the higher population size and more
iterations. However, its best solution is worse than that of the
proposed method and its search speed is slower. So, FPA
cannot be a competitive method of the proposed method.
BFOA [31] did not report mean loss, maximum loss, and
calculation time for comparison. But the comparison with the
method can easily to lead to a conclusion because it used
higher population size and much more iterations and reached
higher loss. So, the proposedmethod is superior to BFOA and
FPA for the study case.

5.3.3. Case 3: Four Capacitor Banks (Nc� 4). In this section,
the number of capacitors is increased to 4, leading to the
increase of control variables to 8, 4 control variables for
location, and 4 control variables for size of capacitors. So, the

four methods are executed by settingNDf,NPo, andNIter to 2,
20, and 30, respectively.*e simulation results of the case are
shown in Figures 25–27. *e results of minimum loss,
standard deviation, and mean loss have the same charac-
teristic with the effective order of SFS, MSFS1, MSFS2, and
MSFS. Figure 27 shows the highest loss of points from SFS
and many points with lower loss from the proposed method.
For the large study case, the proposed method can reach less
loss than SFS by 2.03 kW equivalent to 1.35%, and ap-
proximately all runs of the proposed method have less loss
than those of SFS. Clearly, MSFS is still the best method with
much better performance than SFS.

*e comparison with MINPM [27] is shown in Table 9.
*e method only reported the minimum loss with
159.87 kW, which is higher than 148.7077 kW of the pro-
posed method by 11.1623 kW.*e less loss is corresponding
to the improvement level of 6.98%. Clearly, the proposed
method is much more effective than MINPM [27]. *e
proposed method’s simulation time is 7.7 seconds while that
of MINPM [27] was not reported for comparison. *e
minimum loss can confirm the outstanding performance of
the proposed method as compared to MINPM [27] for the
study case.

5.3.4. Case 4: Fourteen Capacitor Banks (Nc� 14). In this
section, the most complicated case with fourteen capacitors
is considered for testing the real performance of the pro-
posed method and other ones. *e number of control
variables is 28, which is much higher than all above study
cases. So, the setting of NDf, NPo, and NIter is 2, 20, and 75,
respectively. Figures 28–30 show that the proposed method
is the best method and SFS method is the worst method.
Namely, the proposed method finds less loss than SFS by
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Figure 18: *e 85-bus distribution system.

22 Complexity



Table 7: Data of the third system with 85 buses.

Line Sending node Receiving node Resistance (Ω) Reactance (Ω)
Load at receiving node

P (kW) Q (kVAr)
1 1 2 0.108 0.075 0 0
2 2 3 0.163 0.112 0 0
3 3 4 0.217 0.149 56 57.13
4 4 5 0.108 0.074 0 0
5 5 6 0.435 0.298 35.28 35.99
6 6 7 0.272 0.186 0 0
7 7 8 1.197 0.82 35.28 35.99
8 8 9 0.108 0.074 0 0
9 9 10 0.598 0.41 0 0
10 10 11 0.544 0.373 56 57.13
11 11 12 0.544 0.373 0 0
12 12 13 0.598 0.41 0 0
13 13 14 0.272 0.186 35.28 35.99
14 14 15 0.326 0.223 35.28 35.99
15 2 16 0.728 0.302 35.28 35.99
16 3 17 0.455 0.189 112 114.26
17 5 18 0.82 0.34 56 57.13
18 18 19 0.637 0.264 56 57.13
19 19 20 0.455 0.189 35.28 35.99
20 20 21 0.819 0.34 35.28 35.99
21 21 22 1.548 0.642 35.28 35.99
22 19 23 0.182 0.075 56 57.13
23 7 24 0.91 0.378 35.28 35.99
24 8 25 0.455 0.189 35.28 35.99
25 25 26 0.364 0.151 56 57.13
26 26 27 0.546 0.226 0 0
27 27 28 0.273 0.113 56 57.13
28 28 29 0.546 0.226 0 0
29 29 30 0.546 0.226 35.28 35.99
30 30 31 0.273 0.113 35.28 35.99
31 31 32 0.182 0.075 0 0
32 32 33 0.182 0.075 14 14.28
33 33 34 0.819 0.34 0 0
34 34 35 0.637 0.264 0 0
35 35 36 0.182 0.075 35.28 35.99
36 26 37 0.364 0.151 56 57.13
37 27 38 1.002 0.416 56 57.13
38 29 39 0.546 0.226 56 57.13
39 32 40 0.455 0.189 35.28 35.99
40 40 41 1.002 0.416 0 0
41 41 42 0.273 0.113 35.28 35.99
42 41 43 0.455 0.189 35.28 35.99
43 34 44 1.002 0.416 35.28 35.99
44 44 45 0.911 0.378 35.28 35.99
45 45 46 0.911 0.378 35.28 35.99
46 46 47 0.546 0.226 14 14.28
47 35 48 0.637 0.264 0 0
48 48 49 0.182 0.075 0 0
49 49 50 0.364 0.151 36.28 37.01
50 50 51 0.455 0.189 56 57.13
51 48 52 1.366 0.567 0 0
52 52 53 0.455 0.189 35.28 35.99
53 53 54 0.546 0.226 56 57.13
54 52 55 0.546 0.226 56 57.13
55 49 56 0.546 0.226 14 14.28
56 9 57 0.273 0.113 56 57.13
57 57 58 0.819 0.34 0 0
58 58 59 0.182 0.075 56 57.13
59 58 60 0.546 0.226 56 57.13
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2.36 kW for minimum loss, 4.3 kW for mean loss, and
5.63 kW for maximum loss. *e improvement level of the
proposed method over SFS is 1.63% for the study case.

For the study case, the comparison with other methods is
shown in Table 10. *e proposed method can reach less
minimum loss and shorter simulation time than TLA [34].
*e two factors are 142.4999 kW and 15.72 seconds for the
proposed method and 143.18 kW and 18.38 seconds for TLA
[34]. *e proposed method can reduce power loss more
effectively than TLA by 0.68 kW corresponding to 0.47%.
For other results such as mean loss, maximum loss, and
standard deviation, TLA is more effective; however, it should
be noted that TLA was run by setting 50 and 100 to pop-
ulation and iteration while the values of the proposed
method are 20 and 75. *e stability of search from TLA is
better because it used higher control parameters, but the best
solution of TLA is worse than that of the proposed method.
So, it can be concluded that the proposed method is very
effective for the study case.

Figure 31 shows the improvement of voltage profile after
installing different number of capacitors in the 85-bus
distribution system. *e voltage profile of the base system
without capacitors in blue is the worst among five cases of
voltage. Voltage profile of four other cases is much better
than that of the base network. *e lowest voltage of base
network is about less than 0.88 pu but that of other cases is
higher than 0.92 pu. Furthermore, the voltage profile from
node 25 to node 85 in the base network without capacitors is
under 0.9 pu, but it is higher than 0.92 pu in the modified
network with capacitors. *e comparisons between the case

without capacitors and other cases with capacitors reveal
that the voltage profile is notmuch improved when installing
capacitors. However, the voltage of the case with 3 and 4
capacitors is not much better than that of the case with 2
capacitors. Similarly, voltage profile of network with 14
capacitors is not much better than that of the case with 3 and
4 capacitors. *is manner can be understood easily because
the purpose of the capacitor placement in the paper is for
power loss reduction rather than for voltage profile
improvement.

5.4. Result Comparison for the 69-Bus Distribution Network
with the Objective Function of Total Cost. In this section, the
total cost of energy loss over a year and capacitor investment
is considered as objective function as shown in equation (2).
*e number of load levels,M, is three in which the number of
hours in the first load level (called light load), in the second
load level (called normal load), and the third load level (called
peak load) is, respectively, 2000, 5260, and 1500 hours. *e
light load, normal load, and peak load are corresponding to
50%, 100%, and 160% of the current loads in the 69-bus
distribution network [46]. *e main difference of the total
cost objective function and the power loss objective function
is the size of capacitors.*e size is a continuous variable in the
previous section, but it is a discrete variable in this section.
*e size of capacitors is selected from 150 to 4050 with a step
size of 150 kVAr. *e price of each kWh and each kVAr is
$0.06 and $3.0, respectively [46]. *e data of the system are
also taken from Table 4.

Table 7: Continued.

Line Sending node Receiving node Resistance (Ω) Reactance (Ω)
Load at receiving node

P (kW) Q (kVAr)
60 60 61 0.728 0.302 56 57.13
61 61 62 1.002 0.415 56 57.13
62 60 63 0.182 0.075 14 14.28
63 63 64 0.728 0.302 0 0
64 64 65 0.182 0.075 0 0
65 65 66 0.182 0.075 56 57.13
66 64 67 0.455 0.189 0 0
67 67 68 0.91 0.378 0 0
68 68 69 1.092 0.453 56 57.13
69 69 70 0.455 0.189 0 0
70 70 71 0.546 0.226 35.28 35.99
71 67 72 0.182 0.075 56 57.13
72 68 73 1.184 0.491 0 0
73 73 74 0.273 0.113 56 57.13
74 73 75 1.002 0.416 35.28 35.99
75 70 76 0.546 0.226 56 57.13
76 65 77 0.091 0.037 14 14.28
77 10 78 0.637 0.264 56 57.13
78 67 79 0.546 0.226 35.28 35.99
79 12 80 0.728 0.302 56 57.13
80 80 81 0.364 0.151 0 0
81 81 82 0.091 0.037 56 57.13
82 81 83 1.092 0.453 35.28 35.99
83 83 84 1.002 0.416 14 14.28
84 13 85 0.819 0.34 35.28 35.99
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For reaching the total cost of the 69-bus system with the
placement of three capacitors, SFS methods are run 50
independent trials by setting the number of diffusions, the
size of population, and the number of iterations to 2, 10, and
30. *e results obtained by the four SFS methods are re-
ported in Table 11. *e table can show the best performance
of the proposed method since it finds the most optimal
solution for placing three capacitors in the system. It gets the
lowest minimum cost, but SFS suffers the highest cost. MSFS
has achieved a lower cost than SFS about $25.9, corre-
sponding to 0.03 % of the cost of SFS.

*e results from the proposed method are compared
to those of TLA [34] and DSOA [46], which are shown in
Table 12. In addition, location and size of each capacitor,

power loss of the whole system corresponding to three
load statuses including light load (LL), normal load (NL),
and peak load (PL), and total compensation reactive
power are also reported in the table. As shown in the total
compensation capacity row, MSFS and TLA [34] use the
same 2100 kVAr and much less than 3600 kVAr of DOSA.
So, the proposed method and TLA [34] expend the same
capacitor investment cost of $6300 while DSOA uses
much higher capacitor cost, which is $10,800 and higher
than that of MSFS and DSOA [46] by $4500. *e power
loss of the light load, nominal load, and peak load is
(35.52, 147, 427.3) kW for TLA [34], (34.43, 146.8,
417.28) kW for DSOA [46], and (34.228, 145.870,
419.016) kW for the proposed method. By using the
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Figure 19: Minimum power loss and standard deviation of 50 trial runs obtained by SFS methods for case 1 of the 85-bus system.
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Figure 20: Mean and maximum power loss of 50 trial runs obtained by SFS methods for case 1 of the 85-bus system.

Complexity 25



power loss, price of each kWh, and the number of hours,
the energy loss cost can be obtained for the three
methods, and it is equal to $89,016.38 for TLA, $89,112.60
for DSOA [46] and $87,855.44 for MSFS. By employing
equation (2), total cost is calculated and reported for
evaluating the real performance of the proposed method.
As a result, the proposed MSFS is the best method with
the lowest total cost of $94,155.43 while that of TLA and
DSOA is much higher and equal to $95,316.38 and
$99,912.60. Clearly, the selection of capacitor can support
the proposed method save $1,160.95 and $5,757.17 as
compared to TLA and DSOA. *e saving cost is corre-
sponding to 1.22% and 5.76% of the total cost from TLA
and DSOA. *e saving cost and the improvement level

are significant when implementing the proposed MSFS
for the purpose of placing capacitors in the 69-bus dis-
tribution network instead of using TLA and DSOA.
Furthermore, the proposed method can find more ef-
fective solutions much faster than TLA. In fact, NPo and
NIter are set to 50 and 100 for TLA but only 10 and 30 for
the proposed MSFS method.

5.5. Result Comparison for the 85-Bus Distribution Network
with the Objective Function of Total Cost. In this section,
capacitors are added in the 85-bus distribution network with
the purpose of minimizing the total cost of power loss and
capacitor investment. All data of the system are reported in
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Figure 22: Minimum power loss and standard deviation of 50 trial runs obtained by SFS methods for case 2 of the 85-bus system.
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Figure 21: Total power loss of 50 trial runs obtained by SFS methods for case 1 of the 85-bus system.
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Table 7 while other information such as price of energy, price
of capacitor, time of each load status, and load levels is the
same as that of the 69-bus distribution network. Summary of
total cost from 50 independent trial runs by implementing
four SFSmethods is reported in Table 13. MSFS is still the best
method, and SFS is always the worst method with the highest
minimum, mean, and maximum cost. *e proposed method
can find less cost than SFS by $2,286.24, which is corre-
sponding to 2.31% of the total cost from SFS. *e im-
provement level of the system is 2.31%while that of the 69-bus
distribution network is only 0.03%. Obviously, the out-
standing performance of the proposed method is much
clearer for larger scale system.

Results from the proposed method and two compared
methods such as TLA [34] and DSOA [46] are presented in
Table 14. Location and size of each capacitor corresponding
to LL, NL, and PL are optimal solutions, and they can
support to calculate power loss for the three load statuses.
*e power loss is (34.11, 143.2493, 411.6) kW for TLA [34],
(34.76 144.01, 410.69) kW for DSOA [46], and (34.943,
144.871, 415.389) kW for the proposed method. By using
the power loss, the time of each load level, and the price of
energy, the energy loss cost of TLA, DSOA, and the pro-
posed can be obtained, and it is equal to $86,346.679,
$86,586, and $87,299.544, respectively. Although the en-
ergy loss cost of the proposed method is higher than that of
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Figure 23: Mean and maximum power loss of 50 trial runs obtained by SFS methods for case 2 of the 85-bus system.
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Figure 24: Total power loss of 50 trial runs obtained by SFS methods for case 2 of the 85-bus system.
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Table 8: Comparison with other methods for case 2 of the 85-bus system.

Method NPo NIter Bus Size Total capacity
(kVAr) Min. loss (kW) Mean loss

(kW) Max. loss (kW) STD CT (s)

Base network
(Nc� 0) — — — — — 316.12 — — — —

BFOA [31] 100 50
9 840

2150 152.25 — — — —34 660
60 650

FPA [33] 20 200
8 1200

2400 151.807 152.26 152.67 0.0572 18.3636 600
72 600

MSFS 10 25
9 1047.82

2258.3 150.8555 153.4105 157.8409 1.6047 2.534 672.58
67 537.87
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Figure 25: Minimum power loss and standard deviation of 50 trial runs obtained by SFS methods for case 3 of the 85-bus system.
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Figure 26: Mean and maximum power loss of 50 trial runs obtained by SFS methods for case 3 of the 85-bus system.
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Figure 27: Total power loss of 50 trial runs obtained by SFS methods for case 3 of the 85-bus system.

Table 9: Comparison with other methods for case 3 of the 85-bus system.

Method NPo NIter Bus Size Total capacity
(kVAr) Min. loss (kW) Mean loss (kW) Max. loss (kW) STD CT (s)

Base network
(Nc� 0) — — — — — 316.12 — — — —

MINPM [27] — —

7 300

2400 159.87 — — — —8 700
29 900
58 500

MSFS 20 30

8 758.24

2297.9 148.7077 149.6417 152.9992 0.7938 7.712 345.21
34 660.1
67 534.37
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Figure 28: Minimum power loss and standard deviation of 50 trial runs obtained by SFS methods for case 4 of the 85-bus system.
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TLA and DSOA, it uses smaller total capacity. In fact, the
total compensation of the proposed method is only
3150 kVAr but TLA and DSOA use 3750 and 5650 kVAr.
So, the capacitor investment of the proposed method is the
lowest, $9450, but that of TLA and DSOA is $11,250 and
$13,950. By adding the energy loss cost into the capacitor
investment cost, the total cost can be reported in the table,
and it is used as the most important comparison criteria for

concluding the best performance method. As a result, the
proposed method can reach smaller total cost than TLA
and DSOA by $847.14 and $3,786.46, and it can reach the
improvement level up to 0.87% and 3.77% as compared to
TLA and DSOA. For the study case, TLA and the proposed
method were run by setting NPo and NIter to 50 and 100 and
30 and 100. Clearly, the proposed method is very effective
for the system.
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Figure 29: Mean and maximum power loss of 50 trial runs obtained by SFS methods for case 4 of the 85-bus system.
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Figure 30: Total power loss of 50 trial runs obtained by SFS methods for case 4 of the 85-bus system.
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Table 10: Comparison with other methods for case 4 of the 85-bus system.

Method NPo NIter Bus Size Total capacity
(kVAr) Min. loss (kW) Mean loss (kW) Max. loss (kW) STD CT (s)

Base network
(Nc� 0) — — — — — 316.12 — — — —

TLA [34] 50 100

4 300

2700 143.18 143.29 143.65 0.02209 18.38

7 150
9 300
21 150
26 150
30 0
31 300
45 150
49 150
55 150
61 300
68 300
83 150
85 150

MSFS 20 75

4 293.00

2723.7 142.4999 143.4605 145.2225 0.5573 15.72

8 289.64
12 385.25
20 237.23
28 165.22
34 165.06
37 111.39
40 212.05
46 34.25
52 212.13
61 142.53
65 183.18
70 133.77
73 158.99
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Figure 31: Voltage profile of 85-bus distribution system for different cases of capacitor placement.
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Table 12: Comparisons of result obtained by MSFS and other methods for the 69-bus system with the objective function of total cost.

Method TLA [34] DSOA [46] MSFS
NPo 50 — 10
NIter 100 — 30
Total cost ($) 95,316.38 99,912.60 94,155.43
Energy loss cost ($) 89,016.38 89,112.60 87,855.44
Capacitor investment cost ($) 6300 10,800 6300
Total compensation capacity (kVAr) 2100 3600 2100
Load status LL NL PL LL NL PL LL NL PL
Power loss (kW) 34.43 146.8 417.28 35.52 147 427.3 34.228 145.87 419.016

Capacitor (location and compensation size of each
capacitor, kVAr)

Bus Bus Bus
22 150 300 300 15 300 450 900 68 150 150 150
61 450 1050 1050 60 300 450 900 61 600 1200 1650
62 150 300 750 61 450 900 1800 19 150 300 300

LL: light load; NL: normal load; PL: peak load.

Table 13: Comparisons of result obtained by SFS methods for the 85-bus system with the objective function of total cost.

Method SFS MSFS1 MSFS2 MSFS
Min. TC ($) 99035.78 97344.96 96956.99 96749.54
Mean TC ($) 101444.3 97983.76 98290.09 97868.95
Max. TC ($) 104181.6 99634.11 100138.2 101316.3
STD 1146.301 483.5635 738.4249 838.2434

Table 11: Comparisons of result obtained by SFS methods for the 69-bus system with the objective function of total cost.

Method SFS MSFS1 MSFS2 MSFS
Min. TC ($) 94181.33 94176.27 94157.14 94155.43
Mean TC ($) 95859.22 95212.78 95491.23 95738.45
Max. TC ($) 101285.85 100371.53 98667.72 101687.05
STD 1568.48 1209.47 1220.49 1723.38

Table 14: Comparisons of result obtained by MSFS and other methods for the 69-bus system with the objective function of total cost.

Method TLA [34] DSOA [46] MSFS
NPo 50 — 30
NIter 100 — 100
Total cost ($) 97,596.679 100,536 96,749.544
Energy loss cost ($) 86,346.679 86,586 87,299.544
Capacitor investment cost ($) 11,250 13,950 9450
Total compensation capacity (kVAr) 3750 5650 3150
Load status LL NL PL LL NL PL LL NL PL
Power loss (kW) 34.11 143.2493 411.6 34.76 144.01 410.69 34.943 144.871 415.389

Capacitor (location and compensation size of
each capacitor, kVAr)

Bus Bus Bus
15 0 150 150 6 0 150 150 13 150 300 300
23 150 300 0 8 0 150 150 64 0 150 150
26 150 300 300 14 150 150 150 61 150 150 300
32 150 150 450 17 150 150 150 29 0 150 150
36 150 150 150 18 0 150 300 26 150 450 450
38 0 150 150 20 0 150 300 73 0 150 150
45 0 150 150 26 0 150 150 70 150 150 300
52 0 150 300 30 150 300 450 35 150 0 150
57 150 300 300 36 300 450 900 2 0 0 0
61 0 150 150 57 150 150 300 50 0 150 150
64 150 300 450 61 0 150 300 53 0 150 300
73 150 150 300 66 150 150 300 32 0 150 150
82 0 150 450 69 150 300 600 45 150 150 150
84 150 0 0 80 0 150 450 10 300 150 450
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6. Conclusion

In this paper, the determination of the most appropriate site
and size of capacitor banks has been implemented by the
proposed MSFS method for reaching two single-objective
functions which were the reduction of power loss and the
reduction of total cost of energy loss and capacitor invest-
ment. *e proposed method has been developed by per-
forming the new diffusion mechanism and two new update
mechanisms on the conventional SFSmethod.*ree systems
with 33, 69, and 85 buses have been solved by the proposed
method, conventional SFS, and two other improved versions
of SFS. *e results from the proposed method, SFS, and
other previous methods were compared for evaluation of
performance. For the comparison with SFS, the advantages
of the proposed method over SFS can be summarized as
follows:

(1) For the first system with 33 buses, SFS and the
proposed method could find the same best solution,
but for the second study case of the system, SFS could
not find the same best solution as the proposed
method. *e proposed method could find less loss
than SFS by 0.263 kW corresponding to 0.002% of
power loss.

(2) For the second system with 69 buses, the proposed
method could find less power loss than SFS by
0.182 kW and 0.457 kW, which were corresponding
to 0.001% and 0.003% of loss from SFS. For the more
complicated objective with the sum of energy loss
cost and capacitor purchase cost, the proposed
method could reduce the total cost to $25.9 corre-
sponding to 0.03% of cost from SFS.

(3) For the third system with 85 buses, the improvement
of the proposed method over SFS was more signif-
icant for four study cases. For the first case with two
capacitors, the loss reduction was 0.0294 kW cor-
responding to 0.0002%, but for the following cases
with higher number of capacitors, the reduction was
higher. In fact, the loss reduction was, respectively,
1.8781, 2.0274, and 2.6125 kW corresponding to
0.0123%, 0.01345%, and 0.018% for the cases with
three, four, and fourteen capacitors. When consid-
ering the sum of energy loss cost and capacitor
purchase cost, the proposed method could reach
much higher performance than SFS by reducing the
total cost to $2,286.24, which was corresponding to
2.31%.

*ese values of improvement level, which was repre-
sented by percent, were not high because SFS was also an
effective method. Here, the performance improvement of
the proposed method was about the ability to find the best
solution and speed up the search process. *e proposed
method could find many solutions with the same quality as
the best solution, whereas SFS could not reach the best
solution even one time over fifty trial runs. When competing
against other previous methods in solving the capacitor
placement, the proposed method could find either the same

good solutions or much better solutions. From the simu-
lation results, the superiority of MSFS over other methods is
as follows:

(1) For the 33-bus system, the power loss of the pro-
posed method could be equal to that of a few
methods but much smaller than many ones. *e
power loss reduction of the proposed method could
be 0.07% and 3.98% of compared methods.

(2) For the 69-bus system, MSFS could achieve the
improvement level over other ones from 3.7% to
7.3% for power loss and from 1.22% to 5.76% for the
sum of energy loss cost and the capacitor purchase
cost.

(3) For the largest system with 85 buses, MSFS could
reach the improvement level from 0.92% to 6.98% for
power loss and from 0.87% to 3.77% for the sum of
energy loss cost and the capacitor purchase cost.

In terms of convergence speed, the proposed method
was always much faster than other methods by setting
smaller population size and smaller number of iterations.
*e parameter settings and simulation time can be sum-
marized as follows:

(1) For the 33-bus system, the population size and it-
eration were set to 10 and 15 for the proposed
method but 20 and 200 and 50 and 50 for other
methods.

(2) For the 69-bus system, these parameters were 10 and
20 and 10 and 30 for the proposedmethod but 30 and
1000, 60 and 100, 50 and 100, and 2500 and 750 for
other methods.

(3) For the largest system with 85 buses, the proposed
method was run by setting 10 and 25, 20 and 30, 20
and 75, and 30 and 100 for different cases, but they
were much higher and equal to 50 and 100, 100 and
50, and 20 and 200 for other methods.

(4) *e simulation time of the proposed method was
shorter than 1 second for the two first systems and
from two to fifteen seconds for the last system,
whereas the time of other methods was about ten
seconds for the first two systems and about from ten
to twenty seconds for some cases of the last system.

In summary, the proposed method could reach much
better solutions than previous method, use less control
parameter, and spend shorter simulation time. So, it can be
concluded that the proposed method is an effective method
for application of determining site and size of capacitors in
distribution networks.

Nomenclature

Nbr: Number of branches of the considered
distribution network

Nb: Number of buses in the considered distribution
network

Nc: Number of capacitor banks
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NDf: Number of diffused times for each old solution
NPo: Population size
NIter: Number of computation iterations
Gbest: *e best solution of the current population
Xs: *e sth solution
ε: A random number within 0 and 1
rds: A random number within 0 and 1 produced for

the sth solution
X1, X2, X3,
X4:

Randomly selected solutions from the current
population

CIter: *e current computation iteration
QIs: Quality index of the sth solution
Rs: Rank of the sth solution
Xnew

s : *e sth new solution
Xmin, Xmax: Minimum boundary and maximum boundary

of control variables
PF1, PF2: Penalty factors.

Data Availability

Data of the 33- and 69-node distribution systems are taken
from [38], and data of the 85-node distribution system are
taken from [35].
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