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As an extension of cloud computing, edge computing makes up for the deficiency of cloud computing to a certain extent. Edge
computing reduces unnecessary data transmission andmakes a significant contribution to the real-time and security of the system
due to its characteristics that are closer to the terminal equipment. In this paper, we study the problem of attention detection.
Attentional concentration during some specific tasks plays a vital role, which indicates the effectiveness and performance of
human beings. Evaluation of attentional concentration status is essential in many fields. However, it is hard to define the behavior
features related to the variety of tasks and behaviors. To solve this problem, we propose an intelligent edge system for attention
concentration analysis, eaCamera, to recognize attentional concentration behaviors of students at the edge. To make objective
measurements and save the label cost, eaCamera utilizes AI approaches to find the concentration behaviors based on a behavior
analysis model with two perspectives, namely, individual perspective and group perspective. Individual perspective indicates
personal behavior changes in time dimension while group perspective indicates the changes of the behavior within a group
behavior manner. To evaluate the proposed system, a case study is done within a primary school to evaluate student’s performance
in the classroom and offer teaching advice for teachers.

1. Introduction

At present, an attention concentration analysis system is used to
track an individual’s attention state to obtain its attention du-
ration. Cognitive research shows that it is vital for success in any
field of skilled performance [1]. Improving the period of at-
tentional concentration is essential in lots of fields and scenarios.

However, the concentration status cannot be observed
directly [2]. Researchers, especially in cognitive computing
and computer vision, try to capture the concentration status-
related features like head poses, eye movements, emotions,
behaviors, and visual attention to estimate concentration
status. In an aspect of different elements, two kinds of at-
tention definitions have been adopted [3]:

(i) Object-driven: attention is the process of attending
to objects. Attention is object-based, so attention can
also be defined as how much you focus on an object.

(ii) Task-driven: the human brain is always focused on
the task at hand, which is related to the high-level
mental information in the human mind. When a
human is doing a task, it is a kind of high-level
information in the mind, guiding human attention
[5].

Visual attention is a common approach based on ob-
ject-driven attention that highlights the essential regions of
an image where human observers would allocate their
attention at first glance. *e comprehensive method to
represent visual attention is by eye fixation saliency object
[6–8] or saliency map [9, 10]. In these methods, the saliency
object or map is usually obtained by the eye-tracking
equipment that records the eye fixations of the observer
looking at the image.

To drive the research of attention analysis, we implement
an edge intelligence system for attention analysis.*e edging
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machine collects data, processes the data through the
countermeasure instance detection method [11], analyzes
the attentional concentration, and generates a report. *e
data are regularly transmitted to the cloud server to avoid
data loss.

Attention detection cannot avoid the processing of
the massive video. If the video is transmitted to the cloud
for processing each time, it will consume a lot of time and
energy in data transmission and processing. Meanwhile,
it introduces nonnegligible delay. In addition, our study
uses cutting-edge image processing methods for atten-
tion detection. Recognizing attention through images
includes multiple tasks, such as face recognition, at-
tention recognition, and so on. Moreover, these tasks are
carried out at the edge devices. *e edge devices
themselves are limited by computing resources, so it
must be implemented by using lightweight techniques
with certain accuracy. In the intelligent edge system
implemented in this research, the edge device with
limited computing resources acts as the agent of the
cloud to process the video. *erefore, this study pro-
motes the research of edge-supported complex systems
to a certain extent.

In the attention concentration detection part of the
intelligent edge system, the attentional concentration is
defined based on task-driven attention presented by task-
level features. *e task-level features are related to the task
type and its environment. Since there a variety of tasks and
different environments, it is hard to describe or find all the
task-related attentional behaviors. According to the re-
search, facial expression can be recognized according to the
detection of facial feature points [12].

In recent years, information technology has been more
and more widely used in the education industry. With the
thriving of AI technology, its applications in education
have been increasing, with a promising potential to provide
customized learning, offer dynamic assessments, and fa-
cilitate meaningful interactions in online, mobile, or
blended learning experiences [13]. Online education ser-
vices such as Google Classroom, Zoom, and Microsoft
Team also emerge one after another [14]. In turn, the re-
search on the education industry is conducive to the design
of extensible neuromorphic complete hardware primitives
and the corresponding chips [15]. *erefore, we focus on
the enclosed multiple people space: educational environ-
ment. In such environments, we have the following
observations:

(i) Individual behavior will change over time, which
indicates that the concentration status changes as
well. For example, when the teacher asks students to
read their textbook, there is a student who read the
textbook at the beginning but looked at the window
later. By comparing the behavior changes from
reading the textbook to looking at the window, the
concentration changes of the individual can be
captured.

(ii) Group behavior indicates the attentional concen-
tration status in general. In the enclosed space,

especially like a classroom in the educational envi-
ronment or a factor in the industry, most people
follow the instrument and concentrate on finishing
their tasks, which indicates that most people would
have the same behavior according to the instruc-
tions. *erefore, the outlier behavior can be cap-
tured, and the people are in abstracted status.

According to the above observations, a study case,
eaCamera (A Case Study on AI-based Complex Attention
Analysis with Edge System), is introduced in this paper.
EaCamera focuses on the educational scenario and enclosed
multiple people space. It is deployed in a primary school
classroom to obtain the concentration duration in the lec-
ture time for students. At first, eaCamera accepts the raw
video of the lecture. Later, the video goes through the
compute vision pipeline and behavior analysis pipeline to
analyze the students’ concentration status in the classroom
on edge machines. In the end, eaCamera provides static
reports to teachers, which can be used to downstream
teaching tasks, for example, analyzing teaching performance
and improving teaching approaches. In eaCamera, we
propose a novel attentional concentration analysis model,
which captures task-related attentional behaviors from two
perspectives, namely, individual and group perspectives.*e
analyzed model is an unsupervised learning process, which
detects attentional behaviors automatically.

*e rest of the paper is organized as follows: Section-
related work summarizes related works that inspire this
work; Section system architecture describes the system ar-
chitecture of eaCamera and explains its mechanism; Section
attentional concentration analysis proposes an attention
control analysis module, which is the critical component
within eaCamera; Section case result describes the study case
in which we deploy eaCamera within a local primary school
to evaluate the proposed approach; *e Conclusion section
summarizes the work.

2. Related Work

Many attentional concentration types of research within the
computer science area focus on the object-driven attention
model, and a few focus on the task-driven model. *e at-
tention concentration analysis system is undoubtedly a
waste of time and resources to transmit data to the cloud for
analysis, and the intelligent edge system can solve this
problem. *erefore, we introduce the basis of the edge in-
telligence system: edge computing firstly. *en, we review
visual-based attention works. Later, we review joint atten-
tion approaches, which inspire our group behavior model. In
the end, some related deep learning models, considered
fundamental approaches of this study, are introduced.

2.1. Edge Computing. Edge computing refers to an open
platform integrating network, computing, storage, and ap-
plication core capabilities on the side close to the object or
data source to provide the nearest end services. Although the
security design of Internet of things application based on
edge computing is still in its infancy, there are many security
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solutions of edge layer Internet of things recently, which
makes edge computing have great application value [16].
Compared with the system architecture of cloud computing,
edge computing architecture is closer to the edge side of
users and terminal devices. Compared with the distance
from the user to the cloud side, the distance from the user to
the edge machine is negligible [17].*erefore, users can get a
faster response. At the same time, edge computing also has a
cooperation mechanism [18], which solves the privacy and
trust problems in large data-driven complex systems to a
certain extent. Parallel optimization algorithms and joint
optimization algorithm based on reinforcement learning can
also be used in edge machines to reduce task execution delay
and control additional resource consumption [19, 20].

Due to the geographical dispersion of cloud data centers,
the storage and processing needs of billions of geographi-
cally distributed sensors are often not met. *e result is
network congestion and high-latency delivery in the service,
which may cause a reduction in quality of service (QoS).
Typically, edge computing is made up of traditional network
elements such as routers, switches, proxy servers, and base
stations (BSs). It can be placed closer to IoT sensors. *ese
components are provided with a variety of computing,
storage, networking, and other functions that can support
the execution of service applications [21].

At present, there are many attention detection models.
Still, due to the lack of advanced hardware resources, these
prediction models cannot be applied to the analysis of daily
life tasks. Edge intelligent system has high application value
in this problem. EaCamera captures and processes the video
at the edge side, analyzes the attention concentration status,
and sends the generated data to the cloud side for display.
*is avoids a large amount of video data transmission and
saves a lot of resources and time consumption.

2.2. Visual Attention. *e typical workflow of detecting
saliency-based visual attention is predicting a saliency ob-
ject/map, then minimizing the loss, which stands for the
difference between the prediction and the ground truth. To
predict a saliency map or object, single-stream networks are
used to extract the feature map in early works. However, a
single-stream network is unable to extract multiple-scale
cues. *us, Xun Huang proposes to use multiple stream
networks [22]. Due to the importance of feature map ex-
traction in visual problems, many works have been done to
study how to extract features. Bo Du andWei Xiong propose
models to extract features in an unsupervised framework
and achieve excellent performance [23, 24]. Recently, a study
proposed that the first layers of the network capture mac-
roinformation and the latter layers capture detailed infor-
mation [25]. A novel architecture is proposed to extract
features by combining different layers [26, 27]. A detailed
survey for saliency object detection can be found in work
[28, 29].

While saliency-based visual attention study about the
attention of an outside human image, in many actual cir-
cumstances, we need to infer the attention of a human from
the third-person view of inside images. In a typical scenario,

we need to figure out the attentional concentration object
inside an image or video.

Hyeonggyu Park proposes to infer human attention by
using their eye movement patterns [30]. Participants were
asked to view pictures while operating under different in-
tentions, and a classic support vector machine algorithmwas
used to infer participants’ attention. However, this method
revealed low classification accuracy due to significant inter-
individual variance and psychological factors underlying
intentions. *us, using eye movement alone is not sufficient
to infer human attention.

Ping Wei proposes a probabilistic method to infer the
third-person view human attention based on the latent
intention by jointly modeling attention, intentions, and
interactions [31]. It models the attention inference as a joint
optimization with latent intentions. In this paper, an EA-
based approach is adopted to learn latent intentions and
model parameters. Given a video with human skeletons, a
joint-state dynamic programming algorithm is utilized to
infer the attention direction.

*e above methods define attention as the process of
attending to objects. Zhixiong Nan proposes a model to infer
task-driven, inside-image human attention [3]. It defines
human attention as attentional objects that coincide with the
task the human is doing and suggests that a human finishes
the task by doing several sub-tasks in a certain temporal
order with a task in mind [32]. *is literal uses a model that
integrates the low-level visible human pose cue with the
high-level invisible task encoding information to infer hu-
man attention inside a VR video.

In this paper, eaCamera takes advantage of visual at-
tention approaches to implement the attentional concen-
tration analysis system. We mainly follow the task-driven
branch to evaluate the students’ concentration status based
on high-level behavior features [33]. However, in the
implementation, we do not label the concentrated behavior
and abstract behavior. A concentration analysis model with
two perspectives is proposed to recognize the attentional
concentration status automatically.

2.3. Joint Attention. Joint attention is a behavior in which
two people focus on an object or event to interact with each
other. It is a form of early social and communicative be-
havior [34]. Joint attention involves sharing a shared focus
on something (such as other people, objects, concepts, or
events) with someone else. It requires the ability to gain,
maintain, and shift attention. For example, a parent and
child may both look at a toy they are playing with or observe
a train passing by. Joint attention (also known as “shared
attention”) may be gained by using eye contact, gestures
(e.g., pointing using the index finger), and vocalizations,
including spoken words (e.g. “look over there”).

In cognitive computing and artificial intelligence, joint-
attention-related approaches are used in building human-
robot interaction systems. Wallace Lawson introduced joint
attention mechanism in robotic systems based on the as-
sumption that when robots have joint attention with a
human collaborator [35], they are perceived as more

Complexity 3



competent and more socially interactive [36].*ey proposed
a joint attention estimator that creates many possible can-
didates for joint attention and chooses the most likely object
based on the human teammate’s hand cues. *e human
attentional objects are found based on visual attention
approaches.

Some kinds of literature use joint attention mechanisms
to implement multi-perspective video analysis systems.
Zhaohui Yang challenged cross-view video co-analysis and
delivered a novel learning-based method, in which “joint
attention” is used as core notion, indicating the shared at-
tention regions that link the corresponding views [37].

EaCamera takes advantage of joint attention to evaluate
students’ concentration status, namely, the group perspec-
tive within the attentional concentration model. When we
cannot determine the concentration status based on indi-
vidual behavior changes, the status is determined according
to the group manner, based on joint attention theory.

2.4. Deep Learning Models. With the development of
computer vision and deep learning, more and more deep
learning models are proposed to interpret images and
videos. *e primary tasks of these deep learning models
include classification, object detection, segmentation, action
recognition, etc. Object detection and facial landmark de-
tection are two fundamental tasks within eaCamera to
capture the behavior features of the student.

Object Detection, one of the most fundamental and
challenging problems in computer vision, seeks to locate
object instances from many predefined categories in natural
images [38]. In recent years, plenty of deep learning models
have been proposed to cope with the task, Fast-RCNN [39],
Yolo [40], RetinaNet [41], CornerNet [42], and so on. In
eaCamera, we choose yolov3 to implement the object de-
tection module since its simplicity and high performance.

Facial Landmark Detection predicts the locations of the
fiducial facial landmark points around facial components
and facial contour to capture the rigid and nonrigid facial
deformations due to head movements and facial expressions
[43]. Lots of works have been done on this problem to detect
facial key points automatically. DAN [44] is used to im-
plement the facial landmark detection module. EaCamera
uses facial key points to estimate the head pose and emo-
tions, which are keys to determine the students’ behavior.

3. System Architecture

EaCamera is an attentional concentration analysis system
deployed in a primary school to automatically obtain the
concentration duration of students in the lecture time and
generate analysis reports for each student and provide advice
to teachers for following education improvement. *is
section illustrates the system architecture and data pro-
cessing pipeline to present eaCamera in the general view.

*e architecture of eaCamera follows the systematic
architecture method of cloud edge combination (see Fig-
ure 1), in which the masked parts are the main modules of
eaCamera.

*e basic hardware of the edge side includes the sur-
veillance camera responsible for recording video and the
host hardware for video processing: CPU, memory, and
network. *e system at the edge side is a Linux operating
system, which is configured with a video processor module
for processing video into images, a CV module for pro-
cessing images, and a behavior analysis module for ana-
lyzing students’ attention concentration. At the same time,
the edge side has a data sending module to communicate
with the cloud, which is responsible for sending the time
series data of students’ attention concentration state to the
cloud side.

*e basic hardware of the cloud side is host hardware:
CPU, network, and database module responsible for long-
term storage and query of data. *e system at the cloud
side is also a Linux operating system, which is configured
with a data receiving module to receive data of the edge
side. At the same time, the module is also responsible for
generating an attention analysis report from the data
transmitted from the edge side or the data in the database
for display by the front-end module. Users can flexibly
operate the front-end module according to the working
mode of eaCamera to view the attention analysis report
they want to see.

*ere are two working modes in eaCamera, namely,
active mode and passive mode. In the active mode, the edge
side will scan the local storage. If an unprocessed video is
found, the video will be sent to the video processor module,
CV module, and behavior analysis module to generate
concentration status data and sent to the cloud side to create
a report in real time.*e video will be preferentially saved on
the local storage at the edge side in the passive mode. When
the user calls the process command on the front-end page of
the cloud, the required videos will be processed to generate
concentration status data, which will be sent to the cloud to
create a report. Active mode provides fast result access
because the video is processed in real time and sent to the
cloud side. But, it consumes more resources. Passive mode
saves resources and money, but it cannot provide an online
query service, and users have to wait until the report is
generated.

In both modes, the pipeline of processing a video is the
same (see Figure 2). *e pipeline mainly includes a video
processor, computer vision module, behavior analysis
module, and front-end. *e functionality and process
procedure for each module is shown below.

(1) Video Processor. A long-term service at the edge side,
responsible for streaming video into images. *e
video reader uses a parameter, sampler frequency, to
control the fps of the output images stream to im-
prove the processing speed. We take 12 fps as the
default setting.

(2) Computer Vision Module. *ere are three functions
within the CVmodule: face detector, id assigner, and
landmark detector. *e face detector draws a bound
box for each student in all images generated by the
video reader. Id assigner gives an id to each student
in all images and maintains the assignments. In the

4 Complexity



end, the landmark detector generates facial key
points according to the bounded areas.

(3) Behavior Analysis Module. *e responsibility of the
behavior analysis module recognizes the attentional
concentration behaviors. *e module includes two
components, namely, individual feature analysis and
gourd feature analyzer, which extract attentional
features from two perspectives. All features are
combined later to detect the attentional concentra-
tion status of each student.

(4) Front-End. A web-based user application where the
user gives a query about the classroom or student name
to obtain the attentional concentration analysis reports.
Besides, suppose the passive working mode is set. In
that case, users can schedule analysis tasks according to
their query conditions in the front-end, and the system
notifies users when the reports are generated.
In Figure 2, the marked components Id Assigner,
Individual Feature Analyzer, and Group Feature
Analyzer are key modules of eaCamera. *e novel
models and algorithms are proposed in this paper to
analyze student’s attentional concentration status
effectively.

4. Attentional Concentration Analysis

Attentional concentration analysis describes human con-
centration status at a certain time. Let us consider the
concentration status sequence along with the time. We can
explain the student concentration status during lecture time,
evaluate their learning performance, and propose advice for
improving teaching methods to teachers. *is section fo-
cuses on the id assignment algorithm, behavior capture
model, and attentional concentration analysis model used in
eaCamera to build up the attentional concentration analysis
system.

4.1. IdAssignmentAlgorithm. If we combine the functions of
Face Detector and Id Assigner, it is an object tracking system
[45], in which we try to track all the people in a video and
assign a unique id to each of them. To be noticed, when we
process a video, we process a sequence of images, and it is
hard to keep the same id for the same person in all images,
which is defined as an id switching problem. To conquer the
id assignment task, two strategies can be used, face recog-
nition and image similarity approach. In face recognition,
the features of each person need to be collected in advance.
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When the images are processed, we recognize who they are,
and the id is related to their personal information, like name
and gender. In the image similarity approaches, the chopped
images from different video frames are compared. If the
similarity of two images is higher than a user-defined
threshold, we say two chopped images are assigned the same
id. Deep neural networks can obtain the similarity and the
features of the image. However, two approaches are un-
suitable for eaCamera for the following reasons: (1) Face
recognition needs to collect personal facial information,
which causes privacy issues and needs a lot of labor; (2)
Image similarity is time-consuming since the feature ex-
traction neural network and the similarity comparison
neural network need to be trained in advance and chopped
images need to be labeled as well.

We apply a location-based id assignment strategy based
on the assumption that students’ seats are relatively fixed in
the classroom. Figure 3 shows an example of 9 id assign-
ments, and Algorithm 1 shows the id assignment algorithm.
*e id assignment process is shown as follows:

(1). For all the images from a video, the photo with a
maximized number of bounding boxes is found
(Line 1 in Algorithm 1).

(2) *e bounding boxes are reshaped to the maximum
size of the bounded box within the image (Line 2 in
Algorithm 1), and the reshaped bounded boxes are
denoted as standard boxes with unique ids. In
Figure 3, the dashed rectangles are bounded boxes
generated from the face detector, and the solid lines
are standard boxes. *e id of a standard box is set to
(x, y), which is a pair of coordinates within the
image.

(3) For the rest of the images, each bounded box is assigned
with the id of the closest standard bounded box. *e
similarity is measured according to the intersection-
over-union (IoU) function shown as equation (1), in
which Abox and Astandard indicate the area of the
bounded box and standard box, respectively.

IoU BBox, Bstandard(  �
Abox ∩Astandard( 

Abox ∪Astandard( 
. (1)

4.2. Behavior Feature Model. To evaluate students’ atten-
tional concentration status, eaCamera extracts the atten-
tional features based on student’s behavior. To be noticed,
students sit down in the classroom most of the lecture time.
*erefore, general behaviors like sitting, writing, and
reading are unsuitable for attentional concentration analysis.
Besides, general behaviors are continuous action, and the
start and end times are estimated within a video by action
localization techniques [46]. However, the abstracted be-
haviors might be transient, and action localization tech-
niques might fail in this scenario.

EaCamera defines the student behavior features based on
their emotions and head poses. Figure 4 shows an output
example of the landmark detector. To be noticed, the ex-
ample is a chopped facial image according to Id Assignment

Algorithm. *e landmark detector gives 68 key points for
each facial image. We only consider six key points to de-
scribe behavior features. Six key points present the left eye,
the right eye, the nose, the left cheek, the right cheek, and the
chin, respectively, and the points are denoted as a set P� {
(xel, yel), (xer, yer), (xn, yn), (xcl, ycl), (xcr, ycr), (xc, yc)}.*e
behavior features are extracted according to Algorithm 2.

In Algorithm 2, the features are given by a distance
vectorV� {del, der, dcl, dcr, dc}, where del presents the distance
between the left eye point and the nose point. *e distance is
computed by Euclid distance shown as equation (2). We use
distance-based features rather than vision-based features for
the following reasons:

(1). It is efficient to obtain features for all facial images.
*ere are more than 50 students in the classroom,
and we need to collect behavior features for each of
them. *erefore, the behavior feature model needs
to be efficient and straightforward.

(2) *e distance-based behavior features describe the
head poses and emotions. *e head pose is essential
in the classroom to describe the concentration status
since most of the time, students focus on the teacher
and blackboard. Our eaCamera is installed in the
front of the classroom. *erefore, the distances are
symmetrical if the student is looking at the front.
However, if the distances are unsymmetrical, we say
the student is looking at the left or right sides.

(3) Since we consider the distances between the eyes and
the nose and the distances between the cheeks and
the nose, the behaviors like lowering one’s head and
raising one’s head can be found.

dt �

�������������������

xt − xn( 
2

+ yt − yn( 
2



, t ∈ el, er, cl, cr, c{ }.

(2)

4.3. Attentional ConcentrationAnalysisModel. *e behavior
feature model can find the head pose changes and the
emotion changes. However, it is not sufficient to auto-
matically analyze the attentional concentration status be-
cause we need to point out the concentration and abstracted
behavior manually. Namely, we have to label the data.
*erefore, we propose an attentional concentration analysis
model to recognize the concentration-related behaviors. In
eaCamera, the attentional concentration is described in two
perspectives, namely, individual perspective and group
perspective based on the following assumption:

4.3.1. Individual Perspective. Students’ attentional con-
centration status changes during lecture time. However,
primary students pay attention to the lecture content most
of the time. *erefore, we try to observe the changes in
students’ behavior features, and the attentional concen-
tration status can be captured from an individual per-
spective. Besides, primary students are always concentrated
at the beginning of the lecture or the teacher’s instruction.
Figure 5 shows an example of individual attentional
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Input: LBox: *e list of bounded box lists. Each bounded box list includes a list of four coordinates (LCorrdinate) for a video frame.
*e bounded box is a list of coordinates.
Output: *e list of id for all bounded box LID

(1) frameIndex, maxNumberOfBox← FindFrameWithMaxNumberBoxes (LBox)
(2) LStandardBoxes←GenerateStandardBoxes (LBox, frameIndex, maxNumberOfBox)
(3) LID← {}
(4) for LCorrdinate in LBox do
(5) idAssignment←MatchStandardBox (StrandardBox, LCorrdinate)
(6) Append (LID, idAssignment)
(7) end for
(8) return En;

ALGORITHM 1: Id Assignment Algorithm.

x,y

Figure 3: Id assignment strategy.

Figure 4: An output example of the landmark detector.
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concentration changes, in which the abstracted behavior is
recognized by finding the outliers within behavior features
in all frames.

4.3.2. Group Perspective. Teaching is a group activity. When
most students pay attention to the lecture content, they have
the same action pattern, which indicates students’ atten-
tional concentration status. Since most of the students focus
on the lecture content in primary school, we use this
character to recognize the outliers who are nonconcentrated.
Figure 6 shows an example of group attentional concen-
tration status comparison. In the figure, the teacher was
demonstrating the lecture content. A few students did no’t
look at the teacher but focused on the desk or the textbook,
which can be recognized as abstracted status since they are
the outliers within all students.

According to the lecture content, the object, which
students pay attention to, changes during the lecture time.

*e objective could be the teacher, the blackboard, the
textbook, and so on. *e individual perspective model
only captures the behavior changes over time for a stu-
dent, and it cannot capture the behavior changes caused
by lecture content changes. *erefore, the group per-
spective model determines the attentional concentration
status if the behavior feature change happens for a single
student.

In the individual perspective model, the first step is to
obtain the attentional concentration feature baseline. We
assume that the primary student is concentrated at the
beginning of the lecture or at the beginning of the teacher’s
instruction. Equation (3) shows a baseline feature matrix for
a student, which consists of 1440 behavior feature vectors.
*e baseline feature matrix is extracted from the first 2
minutes of the class, which includes 120 seconds in total and
12 frames for each second. According to Chinese classroom
habits, teachers will say something important in the first two
minutes. We can think that the students’ attention state is

Input: P: *e list of key points. Each key point includes a list of two coordinates
Output: V: A feature vector of the facial image

(1) (xel, yel), (xer, yer), (xn, yn), (xcl, ycl), (xcr, ycr), (xc, yc) ←ExtractKeyPoints(P)
(2) V← {}
(3) for x, y in (xel, yel), (xer, yer)(xcl, ycl), (xcr, ycr), (xc, yc)  do
(4) d←DistanceBetween ((x, y), (xn, yn))

(5) Append (V, d)
(6) end for
(7) return V;

ALGORITHM 2: Behavior feature generation algorithm.
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Figure 5: Example of individual attentional concentration changes.
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the most concentrated in the first 2 minutes of class, and it is
the most accurate to compare the students’ state in the first 2
minutes with the follow-up. At the same time, according to
our calculation method, 1440 eigenvectors will be generated
from the data in the first 2 minutes, and this amount of data
has no calculation pressure on the edge machine.
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. (3)

A baseline vector is obtained in the following steps: (1)
*e frequency diagram is done for each row within the
feature matrix. (2) Choose the group of data with maximum
frequency. (3) Compute the mean value of the group data as
a part of the baseline. Figure 7 shows an example of fre-
quency diagram for [d1

el, d2
el, . . . , d1440

el ]. *e class interval is
set to 0.5. *e majority distances are between 1.0 cm and
1.5 cm. Let us say the mean value is 1.2 cm. *en, we set
d∗el � 1.2 cm. Using the same strategy, we can obtain a
standard baseline vector to present attentional concentration
status of a student, denoted as V∗ � d∗el, d∗er, d∗cl, d∗cr, d∗c .

In a short period, the teaching object remains the same.
To evaluate the attentional concentration status, we only
compare the current student behavior feature V with the
attentional concentration baseline V∗. A distance, Offset,
between two features is obtained according to equation (4).
When Offset(V,V∗)< ε, we say the students are concen-
trated, in which ε is the pre-defined parameter present in
concentration tolerance.

Offset V, V
∗

(  �

����������������


t∈el,er,cl,cr,c

dt − d
∗
t( 



. (4)

*e object that students pay attention to changes
according to the teaching content. It causes attentional
concentration baseline changes, which makes the individual
perspective model fail. *e group perspective model is in-
troduced to solve this problem. In the individual perspective
model, if the offset between the current behavior feature and
the standard feature is higher than ε, the student might be in
the abstracted status or still in concentration status with

another attentional object. *erefore, we observe the others
to decide whether the student is still concentrated.

In the individual perspective model, when an abstracted
status is detected, namely, Offset(V,V∗)≥ ε, then we use the
group perspective model to detect the attentional object
change. In the group perspective model, the evaluation of a
student’s attentional concentration status is done in the
following steps:

(1). For all students, we compute the offset matrix G
shown as equation (5), in which each row presents
offsets for a student within 2 seconds (12 frames for
each second).

(2) Use ε as a threshold to compute the binarization
matrix of G, denoted as Gb.

(3) Summarize each column of Gb, denoted as group
indicator, which indicates the number of students
whose attentional concentration is changed.

(4) Since most of the primary students are concentrated
in the class, if more than half of the students’ at-
tentional concentration status changes, we say the
attentional object changes currently. In this case, the
concentration standard baselines for all students are
recomputed.

(5) Otherwise, we say the student is in abstracted status.
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.

(5)

5. Case Result

EaCamera is deployed in a primary school in Liaoning
province, China. In the school, each classroom contains 40
students, and the lecture time is usually 40minutes. In
eaCamera, we choose state-of-art deep learning models to
implement face detectors and landmark detectors. *e face
detector is implemented based on YoloV3 [47] and ArcFace
[48], and the landmark detector is implemented based on
DAN [44]. In this section, we first briefly introduce the

Figure 6: Example of group attentional concentration status comparison.
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structure of the network we use, and then we show the
attentional concentration analysis result for each
component.

As the calculation of eaCamera is mainly carried out at
the edge side, we have selected several lightweight network
implementations on the premise of ensuring accuracy.

(i) YoloV3: Yolo3 adopts a network structure called
darknet-53 (including 53 convolution layers). It
draws lessons from the practice of residual network,
sets up fast links between some layers, forms a
deeper network level and multi-scale detection,
which improves the detection effect of mean Av-
erage Precision(mAP) and small objects [47].

(ii) ArcFace: ArcFace is a new loss function for face
recognition based on additive angular margin loss.
Its focus is to directly maximize the classification
boundary in the angle space [48].

(iii) DAN: DAN is based on AlexNet network, which
explores the adaptation relationship between source
and target. As a representative method of deep
transfer learning, it makes full use of the transferable
characteristics of deep network, and then introduces
the maximum mean discrepancy (MMD) in sta-
tistical learning, which has achieved good accuracy
[44].

Figure 8 shows the result of the face detector.*e red box
is the bounded box for each student’s face, and the number is
the model’s confidence for detecting facial objects. Figure 9
shows the result of the landmark detector and key point
filter. To be noticed, after the face detector, the id assigner
gives a unique id for each bounded box. However, the face
detector might fail to generate a bounded box in some
students. In this case, the id assigner ignores these ids, which
indicates that the student is assigned with an abstraction
label in this frame.

Figures 10 and 11 show examples of concentrated be-
haviors and abstracted behaviors. In Figure 10, student A
follows the teacher’s instruction. When the teacher required
students to read the textbook, student A stared down her
head and paid attention to it. When the teacher asked to look
at the blackboard, student A was raising her head as well. In
Figure 11, student B’s behaviors are adverse. *erefore, we
say she was abstracted.

In the front-end module, eaCamera generates statistic
reports of the chosen lecture. To simplify the description, we
only show the result of 18 students, whose id is assigned
from numbers 1 to 18. To be noticed, a student with a lower
id indicates that his position is more close to the blackboard
and the teacher.

Figures 12 and 13 show the concentrated duration report
and the corresponding statistic report. As can be seen from
Figure 12, except for individual examples, the attention
concentration time decreases as the ID increases. *is shows
that the closer the students are to the blackboard, the more
focused they are in class, which is consistent with the reality.
*e closer the students are to the teacher, they may be more
afraid to be distracted. In Figure 13, two-thirds of the
students’ attention concentration time is 30–40minutes.*e
time of a class is 45 minutes, that is, most primary school
students’ attention is focused on the class time, which is
consistent with our hypothesis.

EaCamera can give analysis reports according to user
requirements or user-defined scripts. Users can generate
corresponding reports for viewing according to their own
needs. For example, users can view the analysis report in a
certain day or even in a customized time period, the at-
tention concentration analysis report of all people in a class,
or the average attention duration of each class in different
courses. *rough different choices, users can carry out
different target analysis. Figure 14 shows the compression of
mean concentration duration between different lectures,
namely, English, Chinese Literature, and Math. *e result
shows that students are likely pay more attention to Math
considering the difficulty of the course and its importance.
Using different analysis reports, teachers may change or
improve their teaching approaches to get better
performance.

6. Discussion

In this section, we compare eaCamera with other attention-
related studies to analyze the advantages and disadvantages
of eaCamera.

Traditionally, the attention concentration status of
students is collected manually by human observers. With the
development of science and technology, more and more
attention detection methods have been proposed:
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Figure 7: Example of frequency diagram.
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Figure 9: Result of key point filter.

Figure 10: Example of student A concentrated status.

Figure 8: Result of face detector.

Figure 11: Example of student B abstracted status.
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Figure 12: Concentrated duration report for all students.
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(i) Study 1: Sujan Poudyal uses image processing
technology to extract features from the student data
captured from the monitoring system, and uses
three data miningmethods (SVM, decision tree, and
KNN) to classify students’ attention patterns [49].

(ii) Study 2: Xin Zhang proposed that wearable devices
can be used to analyze students’ attention state in
class. *e system integrates head movement mod-
ule, pen movement module, and visual focus
module to accurately analyze students’ attention
level in class [50].

(iii) Study 3: Shimeng Peng has developed an attention
perception system (AAS) based on electroenceph-
alography (EEG) signals to accurately identify
students’ attention level, which has high application
potential and can provide online teachers with
timely early warning of low attention level feedback
in an e-learning environment [51].

We compared eaCamera with the above three studies in
terms of function, cost, and method of use (see Table 1).
Study 1 uses traditional methods such as data mining to
analyze the data captured from the camera. Its function is
relatively simple. It can only analyze the attention state of
students, but it is not real time, and does not support the
generation of reports and long-term storage of data; Study 2
and Study 3, respectively, use wearable devices and brain
wave analysis devices to monitor students’ attention state in
class in real time, which can provide real-time alarm. *e
method is novel, but compared with cameras, the cost of
their devices is very high. EaCamera adopts the method of
edge calculation, the main functions are set at the edge side,
and the hardware only needs cameras. It uses novel methods

such as CV to realize the function of attention detection. At
the same time, due to the cloud side, our research can realize
the long-term storage of data, so as to facilitate the long-term
comparative analysis and customize the analysis report. It
can be seen that eaCamera uses novel methods to complete
more comprehensive functions at a lower cost. However,
eaCamera does not support the real-time warning function,
which is also the further work of eaCamera.

7. Conclusion

We propose a novel edge intelligence system for attention
analysis, eaCamera, in this case study, which is deployed in a
primary school in China to evaluate students’ attentional
concentration status during lecture time. EaCamera gathers
videos of lectures and utilizes deep learning models to ex-
tract behavior features of students. Later, the features are
processed by an attentional concentration analysis model
proposed to capture students’ concentrated and abstracted
behaviors automatically.

In eaCamera, we mainly focus on three modules. (1) Id
assignment algorithm is used to assign a unique id to stu-
dents within the same lecture. *e assigned id keeps the
same id for the same person within a video to indicate each
student’s identity. (2) Behavior feature model is adopted to
generate the behavior feature vectors for each student in a
video frame. A behavior feature is a vector that contains
distances between facial key points. (3) Attentional con-
centration analysis model is proposed to capture students’
attentional concentration status. Based on the above three
modules, we implement an edge intelligent system for at-
tention concentration analysis, which not only provides a
certain reference value for the research of attention

English

28.94%
Chinese
Literature 34.32%

Math

36.74%

Figure 14: Mean concentration duration statistic report in aspects of different lectures.

Table 1: Comparison of eaCamera with other studies.

System Function Cost Method
Attention analysis Real-time warning Generate report Long-time storage Expensive Cheap Tradition New

Study 1 √ √ √
Study 2 √ √ √ √
Study 3 √ √ √ √
eaCamera √ √ √ √ √
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concentration detection but also promotes the application of
science and technology in the educational environment. At
the same time, the system also makes a certain contribution
to the research of edge intelligent complex system.

EaCamera can be used in enclosed multi-people spaces
to analyze users’ attentional states according to two per-
spectives, namely, individual perspective and group per-
spective. Individual perspective captures the behavior
feature changes over time, and group perspective captures
the behavior feature outlier within a group of people.
EaCamera relies on the assumption that the majority of
people within a group are concentrated. *erefore, eaCa-
mera cannot work within some environments that do not
have the above assumption. Besides, eaCamera replies on
computer vision technique, namely, its anti-interference
ability is limited. If the faces are blocked, then eaCemear
would not be able to produce the correct analyses. In further
work, we want to expand the usage scenario of eaCamera, for
example, diver notification system, factory monitoring
system, office monitoring system, driver monitoring system,
and hospital operation monitoring system. In order to
improve the existing shortcomings of eaCamera, we can
expand the recognition scope of eaCamera in the future,
recognize the state of attentional concentration according to
human behavior, and make a certain contribution to pe-
destrian behavior recognition and other scenarios in auto-
matic driving. In the current implementation, the facial-
based behavior feature model is adopted considering lecture
and primary school characters. A novel behavior feature
model is needed to capture the behavior features in a dif-
ferent scenario in further work.
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