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Low heart rate causes a risk of death, heart disease, and cardiovascular diseases. )erefore, monitoring the heart rate is critical
because of the heart’s function to discover its irregularity to detect the health problems early. Rapid technological advancement
(e.g., artificial intelligence and stream processing technologies) allows healthcare sectors to consolidate and analyze massive
health-based data to discover risks by making more accurate predictions. )erefore, this work proposes a real-time prediction
system for heart rate, which helps the medical care providers and patients avoid heart rate risk in real time. )e proposed system
consists of two phases, namely, an offline phase and an online phase.)e offline phase targets developing the model using different
forecasting techniques to find the lowest root mean square error. )e heart rate time-series dataset is extracted from Medical
Information Mart for Intensive Care (MIMIC-II). Recurrent neural network (RNN), long short-term memory (LSTM), gated
recurrent units (GRU), and bidirectional long short-term memory (BI-LSTM) are applied to heart rate time series. For the online
phase, Apache Kafka and Apache Spark have been used to predict the heart rate in advance based on the best developed model.
According to the experimental results, the GRU with three layers has recorded the best performance. Consequently, GRU with
three layers has been used to predict heart rate 5 minutes in advance.

1. Introduction

As per the World Health Organization (WHO) [1], heart
disease is one of the main death reasons in the world, which
reported around 17.7 million deaths worldwide every year.
In particular, the heart disease (HD) is caused by any
condition affecting the heart when the heart is unable to do
its normal function. In particular, the heart cannot push the
blood to human body to do the vital functions [2]. In
medicine, heart rate (HR) is defined as the number of times
the heart beats within a certain time period (i.e., minute),
and the normal rate is between 60 and 100 beats per minute.
)e heart rate data is considered a nonstationary nature,
which is unpredictable and cannot be modeled or forecasted.
)is unpredictability feature increases the risk for the person

who has HD and makes him/her suffer coronary disorders.
Compared with other risk factors (e.g., age, heredity, hy-
percholesterolemia, high blood pressure, diabetes, and
smoking), HD patient has double the possibility of death
risks.

Consequently, technology plays a vital role to early
detect the high heart rate to avoid the risk of heart disease
progression. Early diagnosis of HD is essential because HD
treatment is most effective during the early stages of the
disease. To date, many research works have been done using
statistical comparative analysis, machine learning, and
historical data to estimate the risk factors of diseases. Re-
cently, new technologies like wearable medical sensors have
been used to improve medical care by collecting real-time
streaming data to be analyzed and deliver impact in

Hindawi
Complexity
Volume 2021, Article ID 5535734, 9 pages
https://doi.org/10.1155/2021/5535734

mailto:hager.saleh.fci@gmail.com
https://orcid.org/0000-0001-6184-7107
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/5535734


healthcare. )e generated time-series streaming data from
medical sensors need to be processed on a row-by-row basis
by time progression. In particular, the medical time-series
streaming data need to be analyzed sequentially and in-
crementally using streaming sliding time windows concept.
)is motivates us to integrate time-series data, streaming
data, and deep neural network, adding new dimension in
healthcare.

1.1. Paper Contribution. In this study, we build a medically
oriented real-time prediction system of HR based on con-
ventional deep learning techniques. )e predicted HR can
help the medical care providers/patients to react quickly to
make an instant decision to prevent a crisis in the patient’s
condition. )e contributions of the paper can be summa-
rized as follows:

(1) Developing a time-series streaming data generator to
generate HR

(2) Developing a real-time prediction system that helps
the medical care providers and patients to avoid the
risk of low HR

(3) Finding the best developed model that has the lowest
RMSE by applying different deep learning models on
historical HR time-series data

(4) Using the best developed model to predict the HR in
real time

1.2. Paper Organization. )is paper is classified as follows.
Related works are described in Section 2. )e proposed HR
prediction system is described in Section 3. Section 4
presents the experimental results and discussion. Finally,
Section 5 concludes the paper.

2. Related Works

Many researchers have used machine learning and deep
learning to carry out their works. For example, Masum et al.
[3] made a comparison between different deep learning
models, LSTM, BI-LSTM, and CNN, using univariate and
multivariate time-series data. )ese models are used to
predict blood pressure (BP) 30minutes in advance and heart
rate (HR) 30minutes in advance as univariate and predict
BP and HR as multivariate. Monkaresi et al. [4] proposed
machine learning methods to improve the accuracy of HR
detection in naturalistic measurements. )e results show
that the proposed model improved the root mean square
error from 43.76 to 3.64 beats/min. Cömert and Kocamaz [5]
used recurrent neural networks (RNN), support vector
machine, extreme learning machine, radial basis function
network, and random forest to classify fetal heart rate signals
into normal and hypoxic. )e results show that RNN
achieved the best performance. Biswas et al. [6] used four-
layer deep neural network layers, two CNN layers and two
LSTM layers, to predict heart rate. )e proposed network
was evaluated on the TROIKA dataset having 22 PPG
records collected during various physical activities. )e
result shows that the proposed network improved the mean

absolute error for heart rate. Hsu et al. [7] developed a novel
deep learning framework to estimate real-time heart rates
using an RGB camera. Maragatham and Devi [8] proposed a
novel LSTM model for the early diagnosis of heart failure.
)ey compared the proposed models with a support vector
machine, logistic regression, k-nearest neighbors, and a
multilayer perceptron (MLP). )e results show that the
proposed model achieved the best accuracy compared to
other algorithms.

)ere are some researches to estimate the heart rate. For
example, Bian et al. [9] developed a two-layer LSTMmethod
to estimate pulse signals of heart rate. Shyam et al. [10]
proposed a novel end-to-end deep learning model to esti-
mate heart rate using 8-second length input of a Photo-
plethysmogram (PPG) signal. IEEE Signal Processing Cup
(SPC) 2015 database [11] is used to evaluate the proposed
model. )e proposed model registered 3.36 as a mean ab-
solute error for estimating heart rate. Huang et al. [12]
developed deep learning networks that consist of 2D con-
volutional (Conv2D) and LSTM methods to estimate heart
rate.

3. The Real-Time System of Heart
Rate Forecasting

Heart rate forecasting system consists of twomain phases, an
offline phase and an online phase, as shown in Figure 1. )e
two phases are described in the following.

3.1. Offline Phase. An offline phase targets experimentally
finding the best deep learning model that has the smallest
RMSE. To do so, five steps are developed:

(1) Data collection
(2) Data preprocessing
(3) Data splitting
(4) Training and optimization models
(5) Evaluation models

Figure 2 describes the main steps of the offline phase,
which are described as follows.

3.1.1. Data Collection. In this subsection, we provide a
description of the datasets used to train and evaluate the
forecasting deep learning models. To do so, an open care
dataset called Medical Information Mart for Intensive Care
(MIMIC-II) is used [13–16].We have extracted the heart rate
time series (univariate dataset) from MIMIC-II dataset [17]
on a minute-by-minute basis for one patient.

3.1.2. Data Preprocessing. In this phase, three steps have
been done as follows:

(1) Transforming raw data into stationary data.
Given the nonstationarity of the HR time-series
dataset, we have transformed the time-series-based
nonstationary dataset into a stationary dataset to be
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fitted in the prediction model. In particular, we have
applied a transformation method, which is called
differencing. )e differencing method’s function
computes the difference of successive operators in
the sequence differencing to escape varying means.

(2) Transforming data into supervised learning.
Within the supervised learning mode, the key idea is
that machine learning models learn the association
function between input and output variables,
denoted by (X) and (Y), respectively. According to
the context of this work, which is the real-time
prediction, the model has been trained based on
input data (X), and then it has been tested to predict
the output data (Y) in real time. For converting time-
series data to supervised learning, we configurated
two windows: observation window (X) and target
window (Y). )e observation window is configured
in 3, 5, and 10 minutes, respectively, while the target
window is configured in 5, 7, and 15minutes,
respectively.

(3) Scaling data.
As the work focuses on applying forecasting deep
learning models, these models usually work on
scaled data within their activation function ranges.
We have done a normalization process to scale data
between the original range within −1 and a new
range within 1. To scale dataset between −1 and 1, we
have used the Python library functionMinMaxScaler
(feature_range� (−1, 1)) [18]. For the evaluation
phase, when the model is applied to unseen data, the
predictions are transformed back into the original
scale. To reverse scaling, the Python library function
inverse_transform is used to invert scaling of data
row to original values.

3.1.3. Data Splitting. )e HR time-series data is split into
80% as a training set and 20% as a testing set. Deep learning
models are trained and optimized by the training set and
evaluated by the testing set.

3.1.4. Models Optimization and Training. Four deep
learning models are used for heart rate forecasting: RNN,
LSTM, BI-LSTM, and GRU. According to Figure 3, the deep
learning model (i.e., neural network) consists of (1) input
sequences in terms of numbers of lags, (2) hidden layers and
then dropout layer, and (3) output layer including dense

layer that emits its output in three types of forecasting: 5
minutes, 10 minutes, or 15 minutes. )e different numbers
of hidden layers are applied in hidden layers, including one
layer, two layers, and three layers for each model and
dropout layer [19]. For the output layer, many neurons have
been configured to predict three forecasting times in ad-
vance for heart rate (i.e., 5minutes, 10minutes, and
15minutes). In dense layer, rule activation function and
Adam optimizer are used [20]. For loss function, mean
square error (MSE) is used. For optimization models, a
Keras-Tuner library [21] is used to choose the optimal value
for two parameters. We configured value range for two
parameters: the number of neurons and a dropout rate.

(1) )e number of neurons is tuned between 10 and 500
(2) )e dropout rate is tuned in a range from 0.1 to 0.9

3.1.5. Evaluating the Models. Root mean square error
(RMSE) is utilized to evaluate each model’s performance,
which is described as follows:
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3.2. Online Phase. In this section, the online phase is in-
troduced. It contains two steps: (1) data generation from the
simulated sensor and (2) online prediction. Each step will be
described as follows.

3.2.1. Data Generation from the Simulated Sensor.
Apache Kafka and Apache Spark are streaming processing
platforms that are used to build the online phase. In par-
ticular, Apache Kafka [22] has the guarantees of delivery and
ordering data streams, which are in demanded the latency-
critical applications such as predicting the heart rate in real
time. )e vital role of Apache Kafka is collecting the health
stream data from the wearable sensors (i.e., simulated HR)
and then sending it to Apache Spark. Regarding this work, a
simulated sensor is developed to generate time-series-based
HR dataset in JSON format. )e schema of each tuple based
on one-minute data consists of two parameters: HR value
and timestamp. For the technical level, Kafka Producer API
is used to publish the streaming data to the Kafka topic,
which is consumed by Apache Spark.

Online phase

HR

Time series

HR HR

Streaming Streaming

Spark
streamingKa�a

topic

�e best
developed

model that is
obtained
from the

offline phase

Forecasting
HR in

advance

Figure 1: )e architecture of HR forecasting system.
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3.2.2. Online Prediction. Apache Spark is a micro-batch-
based streaming processing platform. )e core principle of
Apache Spark is utilizing the memory to analyze streaming

data [23]. Furthermore, one of its strengths is ingesting
streaming data from different sources including medical
sensor. Also, it has a set of streaming APIs, which are able to
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Transforming raw data into
stationary data

Transforming data into
supervised learning

Scaling data

MIMIC ||
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Heart rate
time series

data
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Testing
set
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4- Models optimization and training

Optimization method

Keras-Tuner

Deep learning (DL)

Recurrent neural
network

Long short-term
memory

Gated recurrent unit

Bidirectional short-
term memory

5- Evaluation models

Root mean square
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Figure 2: )e architecture of the offline phase.
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handle streaming data, and then performing set of complex
window-based operations such as map, reduce, and join
[24].

According to this work’s context, Apache Spark
streaming API is used to consume medical data (i.e., HR
streams) from precreated Kafka’s topic. We have utilized the
windowing capability of Apache Spark. Windowing is the
heart of any stream processing platform, which splits infinite
data stream into chunks of finite data to execute an oper-
ation. Streaming window is defined by two parameters:
window length and sliding interval. Window length defines
window duration, while sliding interval specifies the interval
to performing the window operation. )e Spark streaming
configurations will be described in Experimental Results and
Discussion.

4. Experimental Results and Discussion

In this section, the experimental setup, the result of applying
deep learning models, and evaluating the proposed system in
real time will be described.

4.1. Experimental Setup. Our proposed HR prediction sys-
tem has been developed using Python libraries, streaming
technologies (Apache Kafka and Apache Spark), and deep
learning models: RNN, GRU, LSTM, and BI-LSTM. As
described earlier, the proposed HR prediction system has
been developed in two phases: offline phase and online
phase. For the offline phase, deep learning models have been
implemented using Python 3.7 and Keras. For the online
phase, the selected best developed model has obtained the
best performance (i.e., smallest RMSE) used to predict the

near future of HR for the next 5 minutes, 10 minutes, or 15
minutes back to 3 minutes, 7 minutes, or 10 minutes of
streaming HR data, respectively. For evaluation, we have
used RMSE to assess the performance of the deep learning
models. Regarding the streaming data generation, we have
developed a script that simulates HR sensor data. )e de-
veloped HR simulated sensor sends the streaming data to the
Kafka’s topic. To do so, we have developed a Kafka producer
using Python, which receives HR streaming data from the
simulated sensor and sends it to Kafka’s topic. On the other
side, Apache Kafka receives the generated HR time-series
streaming data and then publishes it to be consumed. Using
PySpark, we have created a consumer, mainly Apache Spark,
to consume the HR time-series streaming data from Kafka.
)e online phase has been executed on the Spark cluster for
the experimental environment, which comprises one master
node and two worker nodes. Ubuntu virtual machines are
used to build the cluster. )e cluster node characteristics are
described in Table 1. Furthermore, we have described further
details about the offline phase experimental results, in-
cluding three lags (i.e., 3, 5, and 10) of minutes using RNN,
LSTM, BI-LSTM, and GRU prediction models. )en, we
have discussed the online phase using the best developed
model obtained by the online phase to predict the risk of HR
in the near future.

4.2. 6e Result of Offline Phase. )is section describes the
results of performing deep learning models (RNN, LSTM,
BI-LSTM, and GRU, using one layer, two layers, and three
layers) to the HR time-series dataset. Some values of pa-
rameters for each model are configured: lags: 3, 5, and 10
minutes; batch size: 1; learning rate: 0.0001; and epochs: 15.

Input sequences Hidden layers Output layer

Number
of lags Dense

layer

Forecasting
5 minutes
in advance

Forecasting
10 minutes
in advance

Forecasting
15 minutes
in advance

(RNN - LSTM -
GRU- BI-LSTM) Dropout layer

Figure 3: )e architecture of neural network for heart rate prediction system.
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4.2.1. 6e Result of Deep Learning Models Using Lag of 3
Minutes. We experimentally demonstrate deep learning
models’ performance using lag of 3 minutes to predict HR in
the next 5 minutes in advance (see Table 2). From the RNN
model’s results, RNN using three layers has obtained the
highest performance for all layers (RMSE of 2.370). How-
ever, RNN using one layer has obtained the worst perfor-
mance for all layers (RMSE of 2.459). For the LSTM model,
LSTM using three layers has obtained the highest perfor-
mance for all layers (RMSE of 2.348). However, LSTM using
two layers has obtained the worst performance for all layers
(RMSE of 2.365). Using two layers for the GRU model has
obtained the highest performance for all layers (RMSE of
2.377), and using three layers has done the worst job (RMSE
of 2.398). BI-LSTM has recorded the highest performance
using one layer, with RMSE of 2.350, while it had the worst
performance using three layers, with RMSE of 2.415.

4.2.2. 6e Result of Deep Learning Models for Lag of 5
Minutes. We experimentally demonstrate deep learning
models’ performance using lag of 5 minutes to predict HR in
the next 7 minutes in advance (see Table 3). From the RNN
model’s results, RNN using three layers has obtained the
highest performance for all layers (RMSE of 2.876). How-
ever, RNN using one layer has obtained the worst perfor-
mance for all layers (RMSE of 2.887). For the LSTM model,
LSTM using one layer has obtained the highest performance
for all layers (RMSE of 2.822). However, LSTM using three
layers has obtained the worst performance for all layers
(RMSE of 2.862). Using three layers for the GRU model has
obtained the highest performance for all layers (RMSE of
2.817), and using one layer has done the worst job (RMSE of
2.833). BI-LSTM using three layers has recorded the highest
performance, with RMSE of 2.810, while it had the worst
performance using two layers, with RMSE of 2.931.

4.2.3. 6e Result of Deep Learning Models for Lag of 10
Minutes. We experimentally demonstrate deep learning
models’ performance using lag of 10 minutes to predict HR
in the next 15 minutes in advance (see Table 2). From the
RNNmodel’s results, RNN using two layers has obtained the
highest performance for all layers (RMSE of 3.100). How-
ever, RNN using one layer has obtained the worst perfor-
mance for all layers (RMSE of 3.113). For the LSTM model,
LSTM using three layers has obtained the highest perfor-
mance for all layers (RMSE of 3.022). However, LSTM using
one layer has obtained the worst performance for all layers
(RMSE of 3.043). Using three layers for the GRU model has
obtained the highest performance for all layers (RMSE of

3.043), and using two layers has done the worst job (RMSE of
3.074). BI-LSTM has achieved the highest performance
using one layer, with RMSE of 3.052, while it had the worst
performance using two layers, with RMSE of 3.263.

4.3. Discussion. In comparison of the four deep learning
models for lag of 5 minutes, it is noted that the BI-LSTM
model using three layers has recorded the highest perfor-
mance with respect to other models (RMSE of 2.810).
However, the lowest performance has been obtained by BI-
LSTM using two layers, with an RMSE of 2.931. Similar to lag
of 5 minutes using the four deep learning models for one
layer, two layers, and three layers, it can be seen that the BI-
LSTM model using three layers has recorded the highest
performance among all models (RMSE of 2.810). However,
the lowest performance has been obtained by BI-LSTM
using two layers, with an RMSE of 2.931. For lag of 10
minutes, it is noticed that the LSTMmodel using three layers
has recorded the highest performance with regard to other
models (RMSE of 3.022). However, the lowest performance
has been obtained by BI-LSTM using two layers, with an
RMSE of 3.263.

Given the empirical results seen in Tables 2-4, Figure 4
depicts the best model that has recorded the four models’
highest performances using lags of 3, 7, and 10 minutes in
the offline phase of the proposed HR prediction system. It
can be noted that the best performance is obtained by the
GRU model using three layers for lag of 10minutes to
forecast HR 15 minutes in advance. Given the consideration
of the findings based on our experimental results, GRU
model using three hidden layers has been chosen to predict
the near future of the HR (i.e., 15 minutes in real time).

4.4. Evaluation of the Proposed System in Real Time. For
online phase, we have used the best developed model that
has recorded the best performance among all deep learning
models to evaluate the HR system in real time. According to
the aforementioned results, we have chosen LSTM model
using three hidden layers for lag of 3 minutes to predict the
HR in real time 5 minutes in advance using streaming HR
time-series data. )e HR simulated sensor that sends the
streaming HR time series is used to evaluate the ability of our
proposed system to work in real time. )e capability of
predicting the HR rates is beneficial to warn the patients
about the potential risks to take the proper actions.

As mentioned earlier, HR streaming time-series data is
collected using simulated HR sensor data. Apache Kafka
receives the collected streaming data and publishes it. )en,
Apache Spark streaming consumes the published HR
streaming data. Based on the prediction of streaming data
using lag of 3 minutes, Spark sliding window parameters
have been configured as X and Y for window length and
sliding interval, respectively. )e preprocessing steps are
applied including data scaling, data transformation, and data
inversion. Afterwards, the predicted HR rate based on the
streaming HR time-series data is used to warn the patient 5
minutes in advance in case of HR risk.

Table 1: Cluster nodes characteristics.

Parameter Master Worker
Processor Core i7 Core i7
Cores 4 4
Memory 20GB 20GB
Disk 100GB 100GB
Operating system Ubuntu 18.04 Ubuntu 18.04
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Table 5 describes generated data samples and their cor-
responding predicted HR. )e developed simulation-based
HR sensor sends the generated HR reading on a minute-by-
minute basis to be ingested into Kafka topic. )e six ingested
HR readings for the first 3 minutes are 56.8616, 57.0785, and

56.898, which are consumed by Spark everyXminutes with 1-
minute slide.)en, these consumed streamingHR time-series
data are sent to the online model which applied the best
prediction model (i.e., GRU using three hidden layers) to
predict HR 15 minutes in advance in real time.

Table 4: )e result of DL models for lag of 10 minutes and forecasting 15 minutes in advance.

DL models No. of layers No. of neurons Dropout RMSE

RNN
1 160 0.4 3.113
2 [100,80] [0.5,0.1] 3.100
3 [100,120,40] [0.2,0.5,0.4] 3.104

LSTM
1 140 0.3 3.043
2 [70,40] [0.2,0.2] 3.031
3 [130,150,110] [0.4,0.2,0.4] 3.022

GRU
1 110 0.4 3.068
2 [110,190] [0.3,0.4] 3.074
3 [160,60,70] [0.3,0.4,0.2] 3.043

BI-LSTM
1 40 0.5 3.052
2 [60,80] [0.5,0.3] 3.263
3 [160,60,60] [0.4,0.4,0.3] 3.0582

Table 2: )e result of DL models for lag of 3 minutes and forecasting 5 minutes in advance.

DL models No. of layers No. of neurons Dropout RMSE

RNN
1 120 0.3 2.459
2 [60,120] [0.5,0.1] 2.387
3 [60,80,40] [0.4,0.2,0.4] 2.370

LSTM
1 50 0.5 2.355
2 [100,140] [0.4,0.2] 2.365
3 [180,120,20] [0.3,0.3,0.3] 2.348

GRU
1 150 0.2 2.38
2 [110,30] [0.3,0.3] 2.377
3 [60,150,70] [0.4,0.3,0.3] 2.398

BI-LSTM
1 90 0.2 2.350
2 [60,140] [0.4,0.3] 2.377
3 [100,120,100] [0.3,0.2,0.4] 2.415

Table 3: )e result of DL models for lag of 5 minutes and forecasting 7 minutes in advance.

DL models No. of layers No. of neurons Dropout RMSE

RNN
1 100 0.4 2.887
2 [200,40] [0.5,0.1] 2.878
3 [100,140,60 [0.5,0.4,0.4] 2.876

LSTM
1 100 0.4 2.822
2 [50,130] [0.5,0.1] 2.825
3 [170,50,70] [0.4,0.4,0.4] 2.862

GRU
1 50 0.3 2.833
2 [200,140] [0.3,0.3] 2.831
3 [140,50,180] [0.3,0.3,0.3] 2.817

BI-LSTM
1 80 0.4 2.823
2 [220,80] [0.5,0.4] 2.931
3 [120,100,180] [0.2,0.3,0.3] 2.810
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5. Conclusion

)is paper has addressed the prediction of HR in real time by
introducing an HR prediction system to detect the early risk
of low HR. )e proposed real-time prediction system
consists of two phases: the offline phase and the online
phase. In the offline phase, RNN, LSTM, GRU, and BI-LSTM
using one layer, two layers, and three hidden layers are used
to train and evaluate HR time-series data. In addition, three
cases of forecasting HR in advance were made: 5 minutes
with lag of 3 minutes, 10 minutes with lag of 7 minutes, and
15minutes with lag of 10 minutes.)e best developedmodel
for each case that has the lowest RMSE is used to evaluate the
system in real time. In the online phase, the developed
simulation-based sensor generates HR time-series data and
sends them to the Kafka Topic. )en, Spark streaming reads
HR data from the Kafka topic and sends them to the best
developedmodel to predict HR in the near future 15minutes
in advance. Regarding the experimental evaluation, the GRU
model has recorded the best performance using three hidden

layers. )erefore, we have chosen it to be used to predict the
HR hear rate in real time (i.e., 5 minutes). )e beneficiaries
of the proposed real-time prediction system are the medical
care providers and patients to utilize the real-time streaming
data processing and deep learning.
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Table 5: Generated data samples and their corresponding predicted HR.

Time (min) HR in Kafka queue Spark streams Predicted HR

1–3 [56.8616, 57.0785, 56.898] [56.8616, 57.0785,
56.8985]

[60.3684, 61.4218, 62.7123, 63.9552,
65.3004]

1–4 [56.86163, 57.0785, 56.8985, 59.7279] [57.0785, 56.8985,
59.7279]

[59.8236, 60.8004, 61.7510, 62.7102,
63.6634]

3–5 [56.8616, 57.0785, 56.8985, 59.727, 58.8089,
58.5289]

[56.8985, 59.7279,
58.8089]

[59.5885, 60.5639, 61.5514, 62.4929,
63.4583]

2.81

2.022

Lag of 10 minutes

Lag of 7 minutes

Lag of 3 minutes

LSTM with 3 layers BI-LSTM with 3 layers GRU with 3 layers
Models

3.8

3.3

2.8

2.3

1.8

1.3

0.8

0.3

–0.2

RM
SE

3.348

2.81

2.022

Figure 4: RMSE-based comparison of best prediction models.
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