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In this article, we study the mural restoration work based on artificial intelligence-assisted multiscale trace generation. Firstly, we
convert the fresco images to colour space to obtain the luminance and chromaticity component images; then we process each
component image to enhance the edges of the exfoliated region using high and low hat operations; then we construct a
multistructure morphological filter to smooth the noise of the image. Finally, the fused mask image is fused with the original mural
to obtain the final calibration result. The fresco is converted to HSV colour space, and chromaticity, saturation, and luminance
features are introduced; then the confidence term and data term are used to determine the priority of shedding boundary points;
then a new block matching criterion is defined, and the best matching block is obtained to replace the block to be repaired based on
the structural similarity between the block to be repaired and the matching block by global search; finally, the restoration result is
converted to RGB colour space to obtain the final restoration result. An improved generative adversarial network structure is
proposed to address the shortcomings of the existing network structure in mural defect restoration, and the effectiveness of the
improved modules of the network is verified. Compared with the existing mural restoration algorithms on the test data ex-
perimentally verified, the peak signal-to-noise ratio (PSNR) score is improved by 4% and the structural similarity (SSIM) score is

improved by 2%.

1. Introduction

Computer graphics and computer vision have gradually
come into the limelight as their performance has developed
rapidly. Nowadays, computer graphics and computer vision
have become an integral part of computer development, and
image segmentation, image enhancement, image recogni-
tion, and image restoration have always played an important
role in these developments [1]. Among them, image res-
toration, an ancient problem dating back to the European
Renaissance, is the study of repairing information in
damaged areas of an image using manual or related algo-
rithms based on information about the undamaged areas of
the image, so that the damaged areas can be restored or their
original information can be restored to some extent, and so
that the restored image appears continuous and complete to
the viewer [2]. Digital image restoration techniques are

currently used in many fields, such as photo restoration,
target removal from images and videos, medical imaging,
and conservation and restoration of cultural objects [3]. The
application of image restoration technology in the field of
heritage conservation and restoration has not only improved
the efficiency of restoration but also avoided to a certain
extent the damage caused by human misuse to the heritage
[4]. Therefore, digital image restoration technology in the
conservation and restoration of cultural relics is increasingly
and widely used, and it has very important research sig-
nificance [5]. Frescoes in the record of history at the same
time also by time in its body carved traces of history, frescoes
in the millenniums of years through weathering, rain, and
snow, and other natural factors such as erosion, earthquakes,
man-made, and other external damage, this witness to the
history of mankind’s bright pearl becomes very fragile, and
some have been a considerable degree of defective [6].
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Therefore, the conservation and restoration of frescoes have
become increasingly urgent [7]. At present, the restoration
of frescoes is mostly done manually, and professionals with
expertise in history and art can use their professional skills to
restore the textures to the overall structural information of
the frescoes [8]. However, the premise is that restorers need
to have solid and comprehensive skills or knowledge of
history, humanities, fine arts, and archaeology, and these
diverse professional needs have led to a lack of professional
conservators [9]. Moreover, even with professional exper-
tise, the conservation and restoration of cultural objects is
still a time-consuming and complex process. It is these
factors that severely restrict the development of fresco
conservation and restoration and even cultural heritage
protection.

In order to speed up the efficiency of mural restoration
and save costs, it is necessary to adopt more advanced
methods to study mural restoration.

After Gunning et al. first proposed computer image
restoration techniques, the field of image restoration im-
mediately received a lot of attention, followed by a large
number of related or extended research works, which can be
broadly classified into partial differential equation-based
image restoration, texture synthesis-based image restora-
tion, and a combination of both [10]. Checa et al. first
proposed a computerized image restoration algorithm based
on PDE (partial differential equation), which is called BSCB
and which simulates the process of restoration by profes-
sionals by diffusing the restoration from the outside of the
defective region inward along iso-illumination lines, with
the help of the complete pixel information around the de-
fective region The missing region is repaired with the help of
the complete pixel information around the defective region
[11]. Later, Malik proposed an image restoration algorithm
based on total variation (TV) based on BSCB, in which the
image restoration problem is transformed into solving a
constrained optimization problem [12]. This algorithmic
model is easy to implement and maintains edge continuity,
but it destroys the connectivity principle in vision theory
[13]. Later, to solve the problems of the TV algorithm,
Turner introduced curvature-driven diffusions (CDD) al-
gorithm model based on curvature term and achieved good
results. There are also Mumford-Shah based image resto-
ration algorithms [14]. Papanastasiou et al. proposed an
improved image restoration algorithm based on a selective
adaptive interpolation algorithm combining diffusivity
tunctions for the slow BSCB [15], and Zheng et al. proposed
an image restoration algorithm based on the p-Laplace
operator [16]. However, in general, most of the partial
differential equation-based restoration algorithms use
similar ideas to interpolation algorithms to repair defective
areas, and, therefore, they can achieve good results when
repairing small-scale and simple textured areas, and the
repair time is positively correlated with the area of the area to
be repaired [17]. When using partial differential equation-
based algorithms for large-scale restoration of images with
rich textures in the damaged areas, a more blurred resto-
ration result is often obtained. The purpose of fresco image
colour restoration is to restore the original colour of faded
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fresco images. Although the convolutional neural network
colour restoration method based on image feature similarity
does not fall into an unreasonable local optimum solution
due to the gradient disappearance problem, the colour
content is often mismatched because of the complex
structure of mural images [18]. Neural feature matching and
optimal linear local model colour reduction methods are
mostly used to process images with the same semantic
structure; however, the semantic similarity of mural images
is not strong [19]. The convolutional neural network-based
image colour restoration method is to separate the content
information and colour texture information in the image
and then perform colour restoration and texture synthesis,
but because the drawing process of mural images is ex-
tremely tedious, their content information and colour in-
formation will not be easily separated.

In this process of mural image colour restoration, the
feature extraction of mural images is especially important.
The colour restoration method based on global image sta-
tistical information has a good restoration effect only for
images with a single global colour and is less effective for
mural images with a wide variety of colours. The slope and
kurtosis of global image data are adjusted by using higher-
order moments, and the continuous mapping with the same
probability density function makes the source image can be
converted to the target image, but the colour restoration
requirement cannot be achieved for the mural images with
low similarity. The adaptive colour restoration method can
extract the local texture information better so that the local
teatures of the restored image can be preserved, but when the
mural image has a large variety of colours or luminance, the
method cannot accurately discern the number of sample
blocks to be extracted, which leads to inefficient execution.
In this paper, we use the maximum mean difference con-
straint to extract the global colour features of mural images
and Markov random field constraint to extract the local
features of mural images and propose a multiple-constrained
convolutional neural network-based mural image colour
virtual restoration method, which aims to extract the global
colour information of mural images while preserving the
local colour texture information of mural images. In this
paper, we introduce semantic segmentation based on an
expanded convolutional neural network to guide the colour
restoration of mural images to avoid the problems of
mismatching colour contents of mural images and poor
similarity of mural images and then use a convolutional
neural network to extract features of mural images and
propose a mural image colour restoration method com-
bining semantic segmentation and convolutional neural
network to improve the accuracy of mural image colour
restoration.

2. Analysis of Artificial Intelligence
Restoration of Multiscale Line Drawings

2.1. Mural Multiscale Line Drawing Design. The observation
shows that there is both texture and structure information in
the detached area. This chapter proposes an improved
restoration method to address the problem that the existing



Complexity

sample-based image restoration algorithm produces poor
structural continuity of restoration results when restoring
ancient burial murals. First, linear weighting and redefini-
tion of priority calculation are used to give higher weights to
data items so that structural information is prioritized for
restoration; then a new block matching criterion is defined
to measure the degree of difference between sample blocks
according to the structural similarity metric, and the
structural information of the image is fully utilized in
selecting the best matching blocks to improve the matching
accuracy and achieve effective restoration of structural and
texture information in the detached area [20]. The continuity
of image texture and structural information is often used as
one of the criteria to measure the quality of mural image
restoration. Although, compared with the pixel-based image
restoration algorithm, the sample-based restoration algo-
rithm can better preserve the texture information of the
image during the restoration process, the structural conti-
nuity of the restoration results is poor.

The priority is determined by both the repair block
confidence term and the data term, which determine the
repair order of the sample blocks. The conventional algo-
rithm priority calculation is defined as the product of the
confidence term and data term of a single-pixel point on the
defect boundary, which is vulnerable to the influence of
extreme pixel points. Moreover, when the confidence term
gradually converges to zero in the late stage of repair, the
repair priority of this pixel point also converges to zero,
which in turn affects the repair order and produces wrong
repair results. Therefore, to avoid the influence of extreme
pixel points on the priority calculation and to prevent the
error of priority calculation when the confidence level tends
to zero even if the repair block data item value is large and
the structure information is rich in the later stage of repair,
as shown in Figure 1.

To compensate for the limitation of selecting the best
matching sample block for image restoration solely from the
sum of squares of grayscale differences, this paper attempts
to transform the best sample block selection problem into a
structural similarity metric problem by defining a new block
matching criterion to select the best matching block, in-
troducing more structural information to increase the
matching accuracy. In computer vision, the application
scenarios of neural networks today mainly contain target
detection, image recognition, and semantic segmentation.
The recognition and detection of objects in an image is target
detection. Image recognition is the identification of objects
in an image. Semantic segmentation is the interpretation of
the above two problems in terms of pixels. Semantic seg-
mentation is segmentation by the semantics of the image
using the computer [21]. In semantic image segmentation,
semantics refers to the content of the image, that is, the
understanding of the content of the image, and segmenta-
tion is the separation of different objects in the image at the
pixel level and the labelling of each pixel in the image.
Semantic segmentation can be applied in many fields: un-
manned vehicle driving, robot design, global positioning
systems, and biomedical analysis. In the field of unmanned
vehicle driving, semantic segmentation is the core

methodological technique. By putting images obtained from
on-board cameras or LIDAR into a neural network, the
computer can actively segment and classify the images, thus
enabling the vehicle to avoid various obstacles such as pe-
destrians and vehicles.

Semantic segmentation is also widely used in robot
design technology. Firstly, the camera is used to acquire
images captured during robot motion; secondly, semantic
segmentation of image information is performed to dis-
tinguish planar and nonplanar regions in the image and
identify feature points in nonplanar regions; then, feature
points in nonplanar regions and external depictions of
planar regions are constructed, to build matching corre-
spondence between feature points and planar regions in
each. Based on the above correspondence, a likelihood
function is established; finally, the described likelihood
function is optimized to obtain the hybrid 3D map and
camera motion parameters. The neural network can be
trained in GPS to allow the computer to recognize and detect
the ground, buildings, river roads, mountains, and so on and
label each pixel in the image from the input satellite remote
sensing images obtained. With the strong development of
artificial intelligence, combining neural networks with
biomedicine in the field of biomedical analysis is also a hot
research topic. In intelligent medicine, semantic segmen-
tation can be applied to tumour image recognition, lesion
diagnosis, and so on.

There are two important concepts in transfer learning,
one of which is the domain. The goal of domain adaptation is
to apply what is learned in the source region to different
regions, which are interrelated target regions. The actual goal
is to construct a transformation function that, when applied,
minimizes the difference between the values in the source
and target regions, which solves the problem of how to
measure the difference between the data distribution in the
source and target domains, hence the use of maximum mean
difference. In the maximum mean difference, if the samples
of two distributions are equal in some function corre-
sponding to the mean value of the imaging, then the two
distributions can be considered as the same distribution,
which is generally used to measure the similarity between the
two distributions. The maximum mean difference can be
calculated in an arbitrary space or the regenerative kernel
Hilbert space. In the arbitrary space, by constructing a
continuous set of functions in the sample space to obtain the
average of the sample values of different distributions on the
continuous set of functions and then make a difference
between the sample averages of different distributions to get
the mean difference corresponding to different distributions,
from which the maximum value is then found, and this
maximum value is called the maximum mean difference,
which can be used as a test calculation quantity. In regen-
erative kernel Hilbert space, the unit ball is taken as a
function set, and the maximum mean difference can be
estimated by a limited number of observations. Each
function set corresponds to a feature mapping and based on
the feature mapping, and embedding means with constraints
are defined for distribution, and the square of the maximum
mean difference is obtained for each distribution under the
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FIGURE 1: Mural multiscale line drawing model.

condition of the existence of the embedding mean. In do-
main adaptation, the maximum mean difference is usually
used in feature learning to establish a regularization to
constrain the representation so that the features of the
distributions are approximately similar over the domain, as
shown in Table 1 [22].

Through interactive display, the audience can enter the
visual platform of the exhibition hall as a participant, and the
electronic flipbook has become popular in increasingly
special exhibition halls due to its interesting interactive
mode. The electronic flipbook is based on various intelligent
technologies and image sensing and capturing devices in one
human-computer interaction, which can present the audi-
ence with the most complete state of the content to be
presented in front of people, perfect visual experience, and
interactive features to mobilize the audience’s active sense of
participation, making it easier for the audience to accept new
things. The scene experience is not limited to physical in-
teraction with users. Generally speaking, if the space of
certain theme pavilions can be reasonably used with the
support of technology, the scene experience can often be
maximized, for example, the water curtain projection cre-
ated by the scenic spot, which projects the history and
culture on the water curtain wall, can vividly show several
three-dimensional images, which can bring a certain degree
of freshness and visual impact to the audience [23]. At
present, the designers of many pavilions have introduced a
variety of entertaining science and technology into the
design concept of the pavilion, and the result is that many
seemingly monotonous works can become more flexible. At
the same time, it is possible to design interesting exhibition
halls according to the preferences of different people (such as
children, the elderly, college students, office workers, and

other people). At the same time, the knowledge, interaction,
and information seep into the display content together.
Combining the visual changes of fashion and technology in
the space brings emotional resonance to the spiritual level of
the audience and is a more new and effective way of in-
teraction, as shown in Figure 2.

The open operation of the image can eliminate small
protrusions, smooth the boundary, remove the convex
corners, and separate two targets that are finely connected,
while the closed operation can fill the small voids within the
target and connect two neighbouring target regions. The
crack information after threshold segmentation presents a
discontinuous segmentation phenomenon, which is difficult
to be distinguished from the noise of the image. Therefore,
the characteristics of the closure operation can be used to
make the binary image of the cracks more coherent by
performing a closure operation on the segmented image. To
eliminate the regions in the binary image that have a similar
structure to the target information, a connected domain
marking operation can be performed on them. For an image,
all pixels in the target region can be uniquely labelled using
this method, making the binary image convert into a labelled
marked image with markers. Based on the market value,
feature values such as area and circularity can be selected as
market conditions according to the requirements. In this
paper, the area and pixel block aspect ratio are used as
market conditions to mark the connected domain for the
crack binary image.

2.2. Artificial Intelligence-Aided Algorithm Design. To solve
the current problems faced in mural restoration, this chapter
extracts the texture, colour, and high-level structural features



Complexity

TaBLE 1: Sensory field size and step length [22].

Semantic attributes

Number of subclasses

Sample distribution of each subclass

Leaf 8 5
Roundness 7 4
glitch 10 3
Detail 10 6
Texture 1 4
edge 9 10
Malignancy 10 1
Internal structure 2 3
Calcification 7 5
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FIGURE 2: Graph of parameter versus average value.

in the mural by using the encoder part of the generator in the
generative adversarial network and then generates mural
defective regions based on the extracted features and hands
the results of generating mural defective regions to the
discriminator for discrimination; that is, the discriminator is
used to supervise the generator, which makes the generator
continuously optimize the generated results, and the result
of generating the defective areas of the frescoes is passed to
the discriminator; that is, the discriminator supervises the
generator, so that the generator continuously optimizes the
generated results, thus achieving the purpose of repairing the
whole structure and texture of the defective areas of frescoes
[24]. The network structure of this algorithm consists of a
generator and a discriminator, as shown in Figure 3. The
generator consists of an encoder composed of a convolu-
tional layer and a decoder composed of a deconvolutional
layer. The convolutional layer is responsible for extracting
the colour, texture, and high-level structural features of the
mural image, and then the decoder composed of a decon-
volutional layer decodes the extracted features and generates
the restoration results of the defective area.

The discriminator is responsible for judging the au-
thenticity of the generator repair results, that is, whether the
repaired results achieve the effect of falsity. True means that
the discriminator considers that the result is not generated
by the generator and the similarity between the generated
data and the real data is maximized. False means that the
discriminator considers that the result is generated by the
generator and the similarity between the generated data and

cover the original colour, texture, and structure information
of the mural as much as possible.

Among them, the convolution layer consists of convo-
lution kernels of specified channels, through which con-
volution operations are performed on the input data, and
then the gradient back-propagation algorithm (BP) is used
to optimally adjust the convolution layer weights. Different
convolution kernel sizes can acquire the image features in
the image under different perceptual fields. Generally, a large
convolution kernel can acquire the large-scale features in the
image, but, at the same time, it brings more parameters and
increases the computational effort, and the convolution
parameters are calculated by the following:

MS; — MS;,

ICC(A,1) = :
(A1) MSg + (k — 1)MS;,

(1

The input of each layer of the neural network before the
introduction of the activation function is a linear function of
the output of the upper layer, so it will result in a neural
network whose output is a linear combination of inputs. By
introducing a nonlinear activation function, the nonlinear
fitting capability of the neural network can be greatly in-
creased, allowing the neural network to fit any function:

MS — MS,,
MSg + (k — )MS,,”

ICC(C,1) = (2)

The role of the decoder is to decode the features mapped
by the encoder into the hidden space and then restore the
true data distribution. In this mural restoration task, the
decoder decodes the features mapped by the encoder to the
hidden space and then generates the information of the
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missing regions of the mural. The following formula for the
deconvolution output feature size is as follows:

-p
n—1
GW},, = f<z My? ® L{;) . (3)

p=1

The entire network is trained; that is, the encoder maps
the probability distribution of the input data into the hidden
space and converts it into another probability distribution, a
process that compresses the features of the input data. The
decoder restores the data distribution of the region to be
repaired based on the compressed feature information in the
hidden space. During the training process, the encoder and
decoder adjust their parameters according to the loss
function, so that the encoder can encode and compress the
features common to the data, and the decoder can restore the
data distribution of the region to be repaired based on these
encoded features. Therefore, the neural network structure
with encoder and decoder is well suited for image restoration
tasks:

n-1
HUf = f{ Y7 e LY, ). (4)
p=1

A mapping transformation relationship is established
based on the feature information in the input mural image
and the feature information in the reference sample image.
This process can be thought of as making the second-order
statistically distributed feature representation of the input
mural image as close as possible to the second-order sta-
tistically distributed feature representation of the reference
sample image:

" -8
GWf,, = f< M oLy ) ©)
p=1

The core idea of Markov random field constraint is to
first divide the reference mural image and the input mural
image into several blocks and then find and approximate the
closest colour block for each image block. This block
matching-based approach has a significant highlight com-
pared with the statistical distribution-based approach; that
is, the block matching-based approach can well preserve the
local structural information in the mural images:

Z .
e”j
H(2); = 1
YR (6)

K(tn’ tm) = _(1 - tm)log(l - tn)'

For the problem of retaining the structural texture in-
formation of the input mural image, this section fully
considers the depth of the features extracted by the con-
volutional neural network and applies the image constraints
to be restored to the 6th and 10th layers of the convolutional
neural network model, which can effectively make the
computational effort reduced and also enhance the struc-
tural texture information in the final colour restored mural
image according to the input mural image:

M ={M,M,,...,M}. (7)

Regularization is often used to reduce testing errors.
When building a machine learning model, the goal is to have
the model perform well even when new data is introduced
into the model. However, when using complex models,
overfitting is more likely to occur, which can reduce the
generalization ability of the network model. Using regula-
rization can reduce this situation and make the model less
complex. Common regularization methods include L1 pa-
rametrization and L2 parametrization:
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N ={Ny, Ny, ..., Nih
H(M), = e"i ®
e

L1 regularization is achieved by adding the sum of
absolute values of all feature coeflicients to the objective
function, which is suitable for feature selection. L2 regula-
rization is achieved by adding the sum of squares of all
feature coefficients to the objective function, which can
avoid overfitting of the network model. However, it is not
suitable for noise elimination, so squared gradient regula-
rization is chosen. In the process of colour virtual restoration
of mural images, some noises are easily enhanced, leading to
false colours or artifacts in the restored images. So, this
section adds constrained square gradient norm to the
convolution layer with Markov random field constraint
applied for noise suppression in the image restoration
process, as shown in Figure 4.

This module is mainly responsible for the calibration of
the peeling areas in the mural. It mainly includes the colour
space conversion of the mural, shedding area generation,
and shedding area calibration functions. Among them, the
colour space conversion is to process the mural image with a
colour space closer to the visual pattern of human eyes; each
component image obtained after the colour space conver-
sion is contrast stretched using morphological high and low
hat operations respectively, which is used to enhance the
detached edges, and then a multistructured morphological
filter is constructed to smooth the noise. After morpho-
logical processing, there are obvious differences between the
detached and intact regions of the mural image, and then a
modified region growing algorithm is used to segment the
detached regions of the mural, and the mask images of each
component obtained after segmentation are fused to obtain
the final mask image. The final calibration image is obtained
by fusing the mask image with the original image of the
mural.

It mainly includes shedding restoration and restoration
result in saving functions. The mask image generated from
the original mural image is input at the same time, the
original mural image is converted to HSV colour space to
obtain each colour feature component, followed by resto-
ration using the structural similarity block matching algo-
rithm mentioned, and, finally, the mural image restoration
results are obtained by RGB transformation, and then the
mural restoration results are saved.

3. Results and Analysis

3.1. Multiscale Line Drawing Generation Results. Data en-
hancement refers to the processing of the original data by
image rotation, flipping, scaling, panning, cropping, contrast
transformation, and so on, so that the original one image
becomes multiple images and expands the sample size. Data
enhancement has a great role in the training of neural
networks, which adds multiple copies to a single image,

improves the utilization of the image, and effectively pre-
vents the network from overfitting the learning of the
structure of an image. Images have more redundant in-
formation and data augmentation can create different
noises, and if the neural network can overcome these noises,
its generalization performance is bound to be good. By doing
the same operation on the edge images, the corresponding
edge images can be obtained. After the above image en-
hancement, an enhanced training dataset can be obtained,
which is 32 times larger than the original dataset. Figure 5
gives an example of an enhanced training dataset. From left
to right, the original image, the image after the original
image is flipped, the image after the original image is rotated
by 90 degrees, the image after the original image is rotated by
90 degrees and flipped, and the corresponding edge images
are shown in the bottom row.

The TV model, due to its lack of curvature constraint in
diffusion, leads to severe distortion of the image edges and
obvious disintegration; while the CDD model does not differ
much from the restoration effect of the two models and also
has the problem of broken edges; in contrast, the restoration
effect of the algorithm in this paper is coherent and smooth,
and the restoration results are better than the above algo-
rithms. Its ratio of the signal represents the maximum
possible power and the damage noise power affects the
accuracy of its representation. Structural similarity, on the
other hand, is an index used to measure the similarity be-
tween the output image and the original image after the
colour restoration of the mural image. From Figure 5, it can
be found that the PSNR and SSIM values obtained by the
method in this paper for the virtual restoration results of the
colour of the images of Buddha, jewellery, costume, and
floral frescoes have a large improvement compared to the
values obtained by other methods in the literature.

The defective area is first framed, and the proposed
method uses a rectangular frame to frame the defective
mural as in Figure 6, and then the rectangular frame is the
area to be restored by inputting it into the network as in
Figure 6 after data preprocessing can make the network
achieve the best effect on the defective area. The comparison
method of this experiment uses objective evaluation and
subjective evaluation, respectively, where the objective
evaluation of image quality can be divided into full-reference
image quality evaluation, that is, the original mural image,
which is completely known, and the restored mural image
that can be evaluated based on the original mural image;
semireferenced image quality evaluation, that is, having
partial information of the original fresco images, comparing
the restored frescoes based on this partial information of the
original fresco images, and then evaluating the quality; and
unreferenced image quality evaluation, that is, the original
fresco images that are completely unknown and the quality
of the restored frescoes which is evaluated only based on
some image features of the restored frescoes.

From Figure 7, it can be seen that the TV algorithm
based on the partial differential equation is unable to repair
such a large area of defect, and the repair result not only
cannot see the original texture but also cannot obtain even
the rough structure; Figure 7 shows the results of the MCA
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FIGURE 5: Test image.

repair algorithm based on RGB colour space that incor-
porates texture and partial differential equation to repair a
large area of defect in the mural. From the results, the al-
gorithm in Figure 6 is somewhat improved over Figure 7, but
the original structure and texture information still cannot be
seen; 7 switches the colour space from RBG to LAB and then
uses the MCA algorithm for restoration. It can be seen from
the figure that the restoration effect has been improved, and
the texture effect of the repaired defective area is more in line
with the texture characteristics of the original area, but the
restoration effect in terms of structure is still not satisfactory,
and no structural information can be seen at all from the
restoration result, so although the algorithm can repair the
texture information better, it still seems to be unable to
repair the defects in the large area of the mural structure; the
repair algorithm proposed in this chapter has good repair
results in both structure and texture repair, and it can be
seen from the figure that the repaired area has more

reasonable structure information compared with the pre-
vious algorithm. The restoration results in terms of the
texture of the defective area are also not worse than those of
the comparison algorithm.

From Figure 7, it can be demonstrated that the scores of
the previously stated objective evaluation and the perception
of the observer’s human eye are not entirely consistent
because the human eye is influenced by various factors when
observing an image; for example, the observer’s observation
of one area is influenced by the adjacent areas. Therefore, the
introduction of subjective evaluation in image restoration is
completely necessary to better illustrate the restoration effect
of fresco image restoration algorithms. The subjective
evaluation in this thesis is carried out using relative eval-
uation, where the images restored by different algorithms are
evaluated directly by the participants, and then the order of
merit of the restoration quality of each image is given, which
leads to the corresponding evaluation scores.



Complexity

Number
— TV algorithm —@- Decision-making influence
—-®- MCA algorithm —4~ Academic influence
—A— Improved MCA algorithm — - Social influence
-¥~ Algorithm proposed in this chapter
(a)
WY Y Y e X
A O
A AT A 4 v 50 Vo v
°2 RGO S B S 40 R » | SN
- A P4 ° A
< — T v v 2 ¥ v 1 %
> - z:t’ ! > 8 Mo oo 2ok # oW A 18 20
. . - Lk . o PR .
TSR SICHY TLA B5 P O SR RN I SR T §
€. e o AR S 1 I N R R U
R S e SN O 2R 2 e
i 0 i e
Number
m Indicators of achievement ¢ Decision-making influence
@ Resource index < Academic influence
A Exchange learning ability » Social influence
v Network communication ability
(b)

FIGURE 7: Experimental restoration of large defective areas of frescoes 1 objective evaluation score.
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(d)

FiGure 8: Results.

3.2. Mural Restoration Results Analysis. The effect of a dif-
ferent number of iterations on the colour restoration results
of the mural images is investigated. In this chapter, the
restoration results of this model are tested for 100, 500, 1000,
1500, 2000, 2500, and 3000 iterations. The comparative
results are shown in Figure 8. From Figure 8, the mural
image obtained from 100 iterations is blurred and the colour
is not restored. At 500 iterations, the overall colour of the
mural image obtained by the network is lighter and the
overall colour is still blurred. At 1000 iterations, compared
with figures (c) and (d), the blurring phenomenon is alle-
viated and the colour is restored, but the colour of the face is
not uniformly restored, and there is a faint layer of Gray. At
1500 iterations, the colour of the face is more uniform
compared with figure (a), but there is still unevenness in the
colour alternation. At 2000 iterations, the overall skin fading
colour of the statue is mostly reduced. At 2500 iterations, the
colour of the mural image is restored, the colour is uniform,
and the blurring phenomenon disappears, but the overall
colour is dark. At 3000 iterations, the overall colour is
brightened based on figure (b), so that the mural image is
almost the same as the original image, and the colour re-
production is more realistic.

The improved joint loss function is proposed, and to
demonstrate the effect of adding the local reconstruction loss
function and not adding the local reconstruction loss
function on the stable training of the network, this section
trains the network by using the joint with and without
adding the local reconstruction loss function, respectively,
and then uses the trained network model to restore the
mural to verify the effect of the improved loss function.
Selected results from the comparison experiments are shown
in Figure 9.

By comparing the experimental results and analysing
them, it is concluded that the L1 distance used in the re-
construction loss function is more inclined to repair
structural information, so using only reconstruction loss to
train the network will make the repaired area blurred. By
adding a discriminator to the network training to act as a
dynamic adversarial loss, it can effectively compensate for
the detailed texture part, thus solving the problem of
blurring the repaired defective area by using only recon-
struction loss. However, the use of adversarial loss without
the restriction of reconstruction loss leads to over-
complementation in terms of details, which usually results in

Figure a
Figure b
Figure c

FiGUure 9: Comparison of PSNR values of restoration results by
algorithms.

the loss of structural information in the repaired region.
Therefore, it is necessary to add the reconstruction loss to
constrain it when adding the corresponding antagonistic
loss to avoid the loss of structural information due to ex-
cessive supplementation of the detailed texture part, as
shown in Figure 10.

As the key part of the proposed algorithm to extract and
encode the fresco features and repair the defective area based
on the extracted features, the quality of the result of the
whole restoration task is determined by the good or bad
design of the generator structure. Therefore, the proposed
algorithm in this chapter improves the whole generator from
two parts, encoder, and decoder, and the following exper-
iments are conducted to verify the effectiveness of the im-
provement. First, all the parts except the generator part are
guaranteed to be the same, and then the models at different
stages are selected to perform the repair task for the defective
region separately to verify whether the improved generator
has improved performance compared with the previous
unimproved generator. Row 1 of the figure shows the results



Complexity

2.6
2.44000909000000000 .
22}V rVTTYTYTYYYYYY
20F ool
1.8 tpsnnnonsnsnsnnn
2 L6 L i 00066000d
Q 0000000000000 09 .
= 1.44 L 06060606060d
> 1.2 L : : 1 AfAAAfAAAfAAAfAAAVAAAAVAAAAVA »
0 2
0.8 1 5
0.6 i
0.4 - : :
0.2 1 1 1 1 1 1 1 1 1 1 1
0 4 8§ 12 16 20 24 28 32 36 40 44
Time (day)
—a— Human —v— Depression
—e— Ours —— Anxiety
—4— HPU —<— Hostility
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of training with the unimproved generator model and
performing the repair, row 2 of the figure shows the results
of training with the improved generator and performing the
repair using the obtained network model, and the area
marked by the red box in the middle is the repaired defective
area. From the results in Figure 10, it can be seen that the
repaired defective area of the unimproved model lacks
meaningful structural and textural features, and no mean-
ingful information can be observed from the observer’s point
of view, while the repaired results using the improved
generator model can show the general structural and textural
features, and the repaired results using the improved gen-
erator are more natural from the observer’s point of view.

When the network extracts the relevant features of the
mural and restores the missing areas, the global weight of
each pixel in the missing area is larger in the smaller res-
olution mural images, so if the current pixel is restored
incorrectly, it will have a larger impact on the restoration of
the global missing area information. On the other hand, the
global weight of each pixel in the missing area is relatively
small in the larger resolution images, so that the restoration
of the global missing area information will not be affected ifa
pixel is restored incorrectly, so the high-resolution images
will get better restoration results when restoring the same
proportion of the missing area information.

4. Conclusion

The emergence of computer-aided fresco restoration
methods, by virtually repairing fresco defects on a computer,
has given the restoration work the ability to be retracted and
to be rolled back without causing damage to the real fresco in
the event of an error. The advent of computer-aided fresco
restoration algorithms further frees up manpower, but,
unfortunately, current fresco restoration algorithms are only
suitable for repairing small defects that are scratched or
contain simple textures. A dataset of 855 images for Dun-
huang mural restoration was created by collecting image
data of Dunhuang murals and manually selecting, adjusting,
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and simulating the defects. The proposed improved algo-
rithm addresses the problems of generators, discriminators,
and joint loss functions in the current generative adversarial
networks for mural restoration and validates the effective-
ness of the improvements through experiments. The peak
signal-to-noise ratio (PSNR) score is improved by 4% and
the structural similarity (SSIM) score is improved by 2% on
the test data compared to the current mural restoration
algorithm. By adopting the structure of the proposed net-
work for defect restoration, it can be applied to mural image
colour restoration, providing a fully automated algorithm
for mural colour restoration. The proposed generative
adversarial network-based fresco restoration algorithm
achieves better results in repairing defective areas of frescoes
and can complete the colour restoration of faded frescoes,
which solves the problem that the current traditional al-
gorithm cannot reasonably repair large defective areas and
restore the colour of faded frescoes as a whole.
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