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Powerful deep learning approach frees us from feature engineering in many artificial intelligence tasks. �e approach is able to
extract efficient representations from the input data, if the data are large enough. Unfortunately, it is not always possible to collect
large and quality data. For tasks in low-resource contexts, such as the Russian⟶Vietnamese machine translation, insights into
the data can compensate for their humble size. In this study of modelling Russian⟶Vietnamese translation, we leverage the
input Russian words by decomposing them into not only features but also subfeatures. First, we break down a Russian word into a
set of linguistic features: part-of-speech, morphology, dependency labels, and lemma. Second, the lemma feature is further divided
into subfeatures labelled with tags corresponding to their positions in the lemma. Being consistent with the source side,
Vietnamese target sentences are represented as sequences of subtokens. Sublemma-based neural machine translation proves itself
in our experiments on Russian-Vietnamese bilingual data collected from TED talks. Experiment results reveal that the proposed
model outperforms the best available Russian⟶ Vietnamese model by 0.97 BLEU. In addition, automatic machine judgment
on the experiment results is verified by human judgment.�e proposed sublemma-basedmodel provides an alternative to existing
models when we build translation systems from an inflectionally rich language, such as Russian, Czech, or Bulgarian, in low-
resource contexts.

1. Introduction

Many neural models have been introduced for machine
translation [1–5]. Although they have different architectures,
they all follow the sequence-to-sequence pattern. Source
sentences are represented as sequences of source units. �e
source sequences are processed by the neural models; then
themodels generate corresponding sequences of target units.
�e target sequences are then concatenated to form target
sentences. �e most intuitive representation of source/target
units is words. If the bilingual datasets used to train neural
machine translation (NMT) models are large enough, the
models will be able to learn reliable statistics of source/target
words. Unfortunately, in practice, there are many cases of
scarce data, such as Russian⟶ Vietnamese translation
tasks. �e language pair is of low resource. Moreover,
Russian is a highly inflectional language. A word can have
different forms according to its grammatical role in

sentences. �e property leads to a high chance that we will
meet word forms which do not occur frequently enough in
humble-size training datasets.

�e first attempt to solve the scarce data problem for
Russian⟶ Vietnamese translation tasks can be found in
the work of Nguyen et al. [6]. �e authors use a mixed-level
representation system, where Russian source units are
subwords, and Vietnamese target units are words. Due to the
division of Russian words, rare words are replaced by more
common subwords; therefore, the severity of the rare-word
problem is reduced. Another solution to the scarce data
problem for Russian⟶ Vietnamese translation tasks is
proposed by Nguyen et al. [7]. �ey decompose a Russian
source word into a set of linguistic features: part-of-speech,
morphology, dependency label, and lemma.

We have assessed the available approaches of unit
representation on a Russian-Vietnamese bilingual data
collected from TED talks [8]. Experiment results show that
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the decomposition approach significantly outperforms
mixed-level representation. Nevertheless, we still believe in
the effectiveness of subword representation, which has be-
come a default part of many NMTmodels [9–13]. �erefore,
we experiment combining source-word decomposition and
subword representation. Specifically, we perform a two-step
procedure. First, we decompose a Russian source word into a
set of features as in source-word decomposition approach.
After that, we continue to divide lemmas into sublemmas
using BPE algorithm [14]. Since many Russian lemmas are
derived from the same root with different prefixes or suffixes,
it makes sense to divide them into smaller parts. For ex-
ample, the verbs “Vrjypejt:” (to arrive), “cypejt:” (to
enter), “Vrpypejt:” (to go by), “Vpeypejt:” (to ap-
proach), “c9ypejt:” (to leave), “epypejt:” (to reach), and
“uypejt:” (to leave) have the same root part “ypejt:” (to
go), with a prefix added to modify their meaning. Some-
times, both prefixes and suffixes modify the same root to
create different lemmas; for example, the verbs “>cm>t:”
(show), “Vp>cm>t:” (appear), “>cm>t:s>” (to be shown),
and “Vp>cm>t:s>” (to be appeared) have the same root
“>cm>t:.”

In total, we propose a sublemma-based NMTmodel for
Russian⟶ Vietnamese translation. On the Russian
source side, we represent a translation unit as a combination
of part-of-speech tag, morphology, dependency labels, and a
list of sublemmas with their corresponding tags informing
that a sublemma is the beginning, middle, or final part of a
lemma. On the Vietnamese target side, we tokenize sen-
tences into sequences of subtokens with BPE algorithm. A
token is a sequence of characters delimited by space. In
Russian, a token is a word. In Vietnamese, there are few cases
when a token is a word. Usually, a Vietnamese token is a
syllable. In this work, we use the term “subtoken” to indicate
a part of a token regardless of whether it is a word or syllable.

�is work is composed of six sections. �is first section
introduces our study. �e second section reviews related
works. �e third section describes our proposed sublemma-
based NMT model revised from the state-of-the-art Trans-
former NMTmodel. �e fourth section describes materials
and methods. �e fifth section presents the experiment
results and analysis. Conclusions from this work are given in
the final section.

2. Related Works

In this section, we briefly describe the approaches of
translation unit representation in NMT models which in-
fluence our study.

While the use of linguistic features as part of a translation
unit is widespread in traditional factored statistical models
[15–18], it is only recently that Sennrich and Haddow [19]
has applied it in a modern deep model. �e authors com-
plement a source word with its features. As a result, they
represent a source unit as a combination of a source word
and its linguistic input features. �eir approach performs
well for English↔German and English⟶ Romanian
translation tasks. For their Russian⟶ Vietnamese
translation system, Nguyen et al. [7] made a step further by

removing source words in the list of features. �ey repre-
sented a source translation unit as a combination of lin-
guistic features: part-of-speech, morphology tag,
dependency label, and lemma. On the target Vietnamese
side, they simply used words as translation units.�eir NMT
model with source-word decomposition outperformed
baseline NMT models including the one by Sennrich and
Haddow [19]. �eir source-word decomposition is the first
processing step in our two-stage procedure to represent a
source translation unit.

To handle the rare-word problem, Kudo and Richardson
[20] created a language-independent word segmentation
algorithm, SentencePiece, to divide words into subwords.
�eir work comes from an intuition that smaller units of rare
words, such as compounds, are easier to translate. �ey
demonstrated the quality of their algorithm in an Eng-
lish⟶ Japanese translation task. As in the work of Kudo
and Richarson [20], Sennrich et al. [14] adapted byte pair
encoding (BPE) algorithm originally used for compression
to divide words into subwords. First, they considered
characters as translation units. Considering words as se-
quences of translation units, they merged their frequent
pairs to form new translation units. �ey repeated the
merging process for a predefined number of times. Clearly,
their approach is also language-independent. �ey reported
improvements in translation quality for English⟶ Ger-
man and English⟶ Russian translation tasks. In this
work, we actually apply BPE algorithm for representing
source translation units. Instead of word segmentation in the
original work, we use the algorithm to divide lemmas into
sublemmas, since we have already decomposed Russian
words into features including the lemma in the first place.

Being language-independent tools, BPE and Sentence-
Piece algorithms are really popular, since they can operate
for all languages. However, these wonderful tools should not
be utilized blindly. In a Russian⟶ Vietnamese news
translation task, Nguyen et al. [6] showed that an NMT
model with mixed-level representation outperformed a
baseline NMTmodel where BPE algorithm was applied on
both translation sides. Influenced by a work on a traditional
statistical machine translation model for Chine-
se⟶ Vietnamese [21], the authors only applied BPE al-
gorithm on Russian source side, while using words on
Vietnamese target side, considering the different effects of
BPE algorithm on each side of their bilingual corpus. Al-
though their approach is interesting, it fails to take into
account rare foreign named entities, which are commonly
found in Vietnamese texts translated from a foreign lan-
guage. Since our bilingual corpus contains many foreign
named entities on both sides and we already apply BPE
algorithm on the source side, we opt to use BPE method to
tokenize Vietnamese target sentences into sequences of
subtokens.

2.1. Sublemma-Based Transformer Model. Following the
recommendation of Nguyen et al. [22], our sublemma-based
NMT model is based on the state-of-the-art model Trans-
former [4]. �e proposed model has a similar architecture
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except for the embedding layer of the encoder of Trans-
former. In this section, we describe the source and target
translation unit representation and the encoder of Trans-
former model which is revised to adopt the proposed
translation unit representation.

2.2. Translation Unit Representation

2.2.1. Sublemma-Based Representation of Source Translation
Units. We represent a source translation unit as a combi-
nation of sublemma-based features, following a two-step
procedure.

In the first step, we transform a Russian source sentence
into a sequence of linguistic features: part-of-speech (POS),
morphology (MOR), dependency label (DEP), and lemma
(LEM), following source-word decomposition approach [7].
�e grammatical parsing is performed with the help of a
natural language processing toolkit, Stanza [23]. Typical
part-of-speech tags of Russian words are shown in Universal
Dependencies treebank [24], such as nouns, pronouns,
verbs, auxiliary, numerals, particles, determiners, adjective,
and adverbs. Russian has a rich morphology. A Russian
word is inflected from an original lemma, depending on its
part-of-speech and grammatical role in sentence. A word’s
grammatical role in a sentence is denoted with a dependency
label [25]. An example of a short Russian sentence being
transformed into a sequence of linguistic features is pre-
sented in Table 1.

In the second step, we apply BPE method, segmenting
lemmas into sublemmas. After the segmentation, the se-
quence of sublemmas is longer than its corresponding se-
quences of other features. Following the work of Sennrich
and Haddow [19], we broadcast the sequences of other
features, so that they have the same length as the sequence of
sublemmas. Specifically, all sublemmas extracted from a
lemma will have the same labels of features corresponding to
the lemma. Moreover, using their subword notation, we
assign a tag to each sublemma (TAG), depending on the
position of the sublemma relative to the initial lemma. A
sublemma can be the beginning (B), inside (I), ending (E), or
the full lemma (O). In addition, the beginning and inside
sublemmas are suffixed with characters “@@” to inform their
roles. An example of sublemma-based sequences of lin-
guistic features is shown in Table 2.

In total, we represent a Russian source sentence as a
sequence of collections of sublemma-based features: sub-
lemma, sublemma tag, part-of-speech tag, morphology label,
and dependency label. Each source translation unit is rep-
resented as a collection of its features.

2.2.2. Target Translation Unit Representation. Applying BPE
algorithm [14], we segment Vietnamese target sentences into
sequences of subtokens. �e algorithm appends characters
“@@” to the beginning and inside subtokens for later merge
operations. Sequences of target subtokens are used to train
the translation model. Generated sequences of target sub-
tokens are merged to form target sentences, based on the

characters “@@.” A Vietnamese sentence and its corre-
sponding sequence of subtokens are shown in Table 3.

In Table 3, we can see that BPE algorithm focuses on
tokens which are the foreign named entity “Geographic
Society.” It segments the entity into a sequence of subtokens
“Geo@@ graphic So@@ ci@@ e@@ ty.”

2.3. Embedding Layer in the Encoder of Sublemma-Based
TransformerModel. As in [7, 19], we consider all features xij

from the i-th source translation unit in a source sequence as
strings in their respective domains xij ∈ Sj, where Sj,
j � 0, . . . , 4, is the set of sublemmas, sublemma tags, part-of-
speech tags, morphology labels, and dependency labels,
respectively. �e trainable embedding eij of a feature j is
extracted from a corresponding dictionary
fj: xij↦eij ∈ Rdj×|Sj|, where dj is a predefined size of
embeddings of the feature j (equation (1)).

eij � fj xij , (1)

and the embedding of a source translation unit is rep-
resented as the concatenation of embeddings of its features
(equation (2)).

ei � concat eij, for j � 0, . . . , 4 . (2)

Since Transformer model does not leverage the order of
translation units in its core layer, it deploys a positional
embedding principle, such as sinusoidal positional em-
bedding pi [4]. In total, the i-th source translation unit in a
source sequence has the overall embedding computed as in
the following equation:

oi �
��
d

√
× ei + pi, (3)

where d � 
4
j�0 dj.

3. Materials and Methods

3.1. Materials. To assess NMT models, we used a bilingual
Russian-Vietnamese corpus consisting of sentence pairs of
length in the range (10 tokens, 30 tokens) extracted from TED
talks [8]. �e chosen sentences are ended with a punctuation
mark and contain only word characters and punctuation. As
in [26–28], we randomly divide the corpus into three datasets:
training, development, and testing datasets. Specifically, a set
of 47750 sentence pairs are randomly selected from the corpus
and used as the training dataset. Furthermore, a set of 1500
sentence pairs are selected from the left corpus and used as the
development dataset. �e remaining 1500 sentence pairs are
used as the testing dataset. Statistical summary of the datasets
is presented in Table 4.

In Table 4, we use the term “token” to denote a sequence
of characters delimited by space. Linguistically, it can be a
Russian word, a Vietnamese syllable, or a punctuation.

4. Methods

We compared the proposed sublemma-based Transformer
model with three baseline Transformer models. �ese
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models are the foundations from which our model is de-
rived. �e first baseline model is mixed-level Transformer
model [6]. �e second baseline model is a subtoken-based
Transformer model [14]. �e third baseline model is
Transformer model with source-word decomposition [7].
We create all models with an open-source library,
OpenNMT-tf [29, 30]. �e architecture and hyper-
parameters of the baseline models can be found in the

Table 2: Sublemma-based sequences of linguistic features

Sublemmas TAG POS MOR DEP From lemma
lp[ea O SCONJ _ Mark lp[ea

cpea O NOUN Animacy� Inan, Case�Nom, Gender� Fem, Number� Sing Nsubj cpea

Vpeojnat:s> O VERB Aspect� Imp, Mood� Ind, Number� Sing, Person� 3, Tense� Pres,
VerbForm� Fin, Voice�Mid Advcl Vpeojnat:s>

, O PUNCT _ Punct ,
Vptpn O ADV Degree� Pos Advmod Vptpn

pt@@ B VERB Aspect = Imp, Mood= Ind, Number = Sing, Person = 3, Tense = Pres,
VerbForm=Fin, Voice =Act Root ptstuVat:

stuVat: E VERB Aspect = Imp, Mood= Ind, Number = Sing, Person = 3, Tense = Pres,
VerbForm=Fin, Voice =Act Root ptstuVat:

, O PUNCT _ Punct ,

oaypejt: O VERB Aspect� Imp, Mood� Ind, Number� Sing, Person� 2, Tense� Pres,
VerbForm� Fin, Voice�Act Conj oaypejt:

c O ADP _ Case c

po O PRON Case� Loc, Gender�Masc, Number� Sing, Person� 3 Obl po

opc9k O ADJ Animacy� Inan, Case�Acc, Degree� Pos, Number� Plur Amod opc9k

ra@@ B NOUN Animacy = Inan, Case =Acc, Gender = Fem, Number = Plur Obj raluzla

lu@@ I NOUN Animacy = Inan, Case =Acc, Gender = Fem, Number = Plur Obj raluzla

zla E NOUN Animacy = Inan, Case =Acc, Gender = Fem, Number = Plur Obj raluzla

. O PUNCT _ Punct .

Table 3: A Vietnamese sentence and its corresponding sequence of subtokens.

Vietnamese sentence “Vı̀ vậy tôi bắt Cầu làm việc với tạp chı́ National Geographic Society cùng các báo khác và dẫn các cuộc thám hiểm
tới Nam Cực.”

Sequence of
subtokens

“Vı̀ vậy tôi bắt Cầu làm việc với tạp chı́ National Geo@@ graphic so@@ ci@@ e@@ ty cùng các báo khác và dẫn các
cuộc thám hiểm tới nam Cực.”

Table 4: Statistical summary of the datasets.

Russian/Vietnamese Training Development Testing
Average sentence
length 16.1/18.1 16.2/21.2 16.2/21.3

Unique tokens 73205/25939 7202/2646 7120/2692

All tokens 766446/
866175 24257/31741 24363/

31948

Table 1: A short Russian sentence with its corresponding sequence of linguistic features.

Words POS MOR DEP LEM
Lp[ea SCONJ _ Mark lp[ea

cpea NOUN Animacy� Inan, Case�Nom, Gender� Fem, Number� Sing Nsubj cpea

Vpeojnafts> VERB Aspect� Imp, Mood� Ind, Number� Sing, Person� 3, Tense� Pres,
VerbForm� Fin, Voice�Mid Advcl Vpeojnat:s>

, PUNCT _ Punct ,
Vptpn ADV Degree� Pos Advmod Vptpn

ptstuVaft VERB Aspect� Imp, Mood� Ind, Number� Sing, Person� 3, Tense� Pres,
VerbForm� Fin, Voice�Act Root ptstuVat:

, PUNCT _ Punct ,

oaypejz: VERB Aspect� Imp, Mood� Ind, Number� Sing, Person� 2, Tense� Pres,
VerbForm� Fin, Voice�Act Conj oaypejt:

c ADP _ Case c

ofn PRON Case� Loc, Gender�Masc, Number� Sing, Person� 3 Obl po

opc9f ADJ Animacy� Inan, Case�Acc, Degree�Pos, Number� Plur Amod opc9k

raluzlj NOUN Animacy� Inan, Case�Acc, Gender� Fem, Number� Plur Obj raluzla

. PUNCT _ Punct .
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respective works. Here, we only describe how we build our
proposed model.

As reported in the description of the proposed model, we
use Stanza natural language processing tool [23] to de-
compose Russian words into sets of features. �en, we use
BPE algorithm [14] with 10,000 merge operations to divide
lemmas into sublemmas. We also use the algorithm to divide
Vietnamese target sentences into sequences of subtokens.
�e number of items in each feature domain is presented in
Table 5.

We apply the sizes of 179, 11, 22, 22, and 22 for em-
beddings of sublemmas, sublemma tags, part-of-speech tags,
morphology labels, and dependency labels, respectively. In
total, we use 256 dimensions for concatenated embeddings
of source translation units.

On the Vietnamese target side, we also use 256 di-
mensions to represent the embeddings of target units.

In addition to embedding layers, the proposed sub-
lemma-based Transformer model consists of 6 hidden layers.
�e hidden layers contain 8-head attention sublayers and
feedforward neural networks of 512 dimensions. Hidden
states of the model are comprised of 256 values. To prevent
the overfitting problem, we apply a dropout of 0.1 in all
hidden layers. To generate translations, the model contains
an inference module implementing a beam search algorithm
with beam width� 5 [31].

For all models, the training procedure is as follows:

(1) First, we train the model in 15,000 steps. In each
training step, we use 64 sentence pairs from the
training dataset to optimize the cross-entropy cri-
terion described in the work of Muller et al. [32].
While there are many efficient algorithms for opti-
mization, we choose to apply LazyAdam optimizer
[33], as it is available in the chosen OpenNMT-tf
library. We employ the optimizer with β1 � 0.9 and
β1 � 0.998 and learning rate � 2.

(2) Second, we save the values of the model parameters
when we complete n × 103 training steps, where
n ∈ 11, . . . , 15{ }. We use the development dataset to
validate the translation quality of all candidate
values. �e values giving the best translation quality
in the development dataset are chosen for the model
parameters.

We validate translation quality of the models with the
BLEU score [34]. �e BLEU scores are computed with the
script multi-bleu.perl [35]. BLEU is the abbreviation of
“bilingual evaluation understudy,” measuring the simi-
larity of candidate translations to their corresponding
references. It is the geometric mean of constituent n-gram
scores, where n � 1, . . . , 4. All n-grams are extracted from
the candidate translations. While unigrams are individual
words, bigrams, trigrams, and four grams are phrases of
two, three, and four neighboring words, respectively. We
calculate a constituent n-gram score by dividing the
number of the n-grams appearances in the references by
the total number of the n-grams in the candidate
translations.

After training the models, we assess their translation
quality using the testing dataset. To have a complete as-
sessment, we employ not only the automatic BLEU scores
but also limited human judgment on translation results.
We accompany the BLEU score with human judgment,
since it has an obvious pitfall. It only measures total
matching of n-grams in the candidate translations and the
references regardless of their meaning. To solve the
problem, we compare the meanings of the candidate
translations and their references, considering synonyms,
as well as the similarity of meanings. We do this for all
levels, from individual words to phrases and complete
sentences.

5. Results and Analysis

BLEU scores of the comparative Transformer models are
shown in Figure 1.

Among the baseline models, the model with source-
word decomposition provides the best scores of 13.52 and
13.84 BLEU in the development and testing datasets, re-
spectively. Fortunately, our proposed sublemma-based
Transformer model outperforms the best baseline model in
both development and testing datasets, delivering improved
BLEU scores of 14.46 and 14.81, respectively. �e im-
provements of 0.94 and 0.97 BLEU are recorded.

�e performance order of the models for the develop-
ment dataset is maintained for the testing dataset: mixed-
level model< subtoken-based model<model with source-
word decomposition< the proposed sublemma-based
model. �is consistency makes us more confident about the
effectiveness of our proposed sublemma-based model.

In addition to machine judgment with automatic BLEU
scores, we semantically studied a limit number of translation
results by the two best models: the model with source-word
decomposition (from now on, we call it “baseline” model)
and the proposed sublemma-based model (from now on, we
call it “proposed” model). Five cases in the testing dataset
were randomly chosen and studied.

Table 6 shows the source, its meaning, the target, and the
predicted sentences by the baseline and proposed models in
the first case. �e first case seems easy, since both models
provide correct translations. Although the models literally
choose words different from the reference, the meanings are
the same. For example, the verb phrase “phủ nhận” (negate)
by the models is similar in meaning to the reference “chối
bỏ” (deny).

Table 5: Size of vocabulary in sublemma-based Transformer
model.

Language side Vocabulary Size
Source Sublemmas 9417
Source Sublemma tags 4
Source Part-of-speech tags 15
Source Morphology labels 484
Source Dependency labels 38
Target Subtokens 8628
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Table 7 presents the second case study. �e general
meaning of the reference is found in the translations by the
two models, except for a keyword “Phượng hoàng” (Phoe-
nix). �e corresponding source named entity “Vfojls”
(Phoenix) is a rare word; hence both models fail to translate
the named entity. Nevertheless, the proposed model se-
mantically performs better than the baseline model in this
case. Although the phrase “các hòn Cảo” (islands) by the
proposed model and the phrase “hòn Cảo”(island) by the
baseline model are distinct from the reference “Quần Cảo”
(Archipelago), we think that the former translation is con-
ceptually closer to the reference than the latter translation.

Table 8 demonstrates the third case study. Although the
translations by the models contain many reference words,
their meanings are not accurate. �e key source phrase “s
pstam:o9n njrpn” (with the rest of the world) is in-
correctly translated into the phrase “với thế giới ngoài
không gian” (with the world in outer space) and the phrase
“với một thế giới khác” (with another world) by the baseline
and proposed models, respectively. Comparing the models
with each other, we think that the proposed model is better
than the baseline model in this case. �e phrase “trong
không gian” (in space) by the proposed model better reflects
meaning of the source “c Vrpstraostcfoopn sn9smf” (in
a spatial sense) than the phrase “ngoài không gian” (in outer
space) by the baseline model.

Table 9 shows the fourth case study. Although the
proposed model does not generate a translation completely
reflecting the meaning of the source, it outshines the baseline
model. It even successfully translates the rare named entity
“Eubaj” (Dubai). At the same time, the baseline model
completely fails in this case with an incorrect translation
which contains unknown words <unk>.

Table 10 displays the fifth case study. �is case again
proves the power of the proposed model in translating
rare words. It successfully translates the rare source word
“bjpraioppbraij>” (biodiversity) into the phrase “sự Ca
dạng sinh học” as in the reference. �e rare word is a
keyword in the source sentence. Due to the ability to
handle rare words, the proposed model finds itself su-
perior to the baseline model. �e translation by the
proposed model keeps the meaning of the source sen-
tence. On the other hand, the baseline model misses the
key source word and hence provides an incomplete
translation.

After semantically studying the test cases, we found that
the proposed sublemma-based model tends to provide
longer and better translations than the best baseline model.
�e similarity between manual evaluation and automatic
assessment consolidates our proposal of using the sub-
lemma-based Transformer model in place of the model with
source-word decomposition.
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11.97

13.52

14.46

11.69

12.52

13.84

14.81

8
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13
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16

Mixed-level Subtoken-based Source-word
decomposition

Sublemma-based

BL
EU

For development dataset
For testing dataset

Figure 1: BLEU scores of comparative Transformer models.

Table 6: First case study with correct translations.

Source “ N9 of nphfn ptrjxat: valt tp[p, ytp csf Vptrfbmfojf Vj7j yfmpcfyfstcpn jnfft [mpbam:o9f

Vpsmfestcj>.”
Meaning “We cannot deny the fact that all human consumption of food has global implications.”
Reference “Không có cách gı̀ Cề chối bỏ sự thật là những gı̀ chúng ta ăn có ảnh hưởng Cến toàn cầu.”
Baseline model “Chúng ta không thể phủ nhận thực tế rằng tiêu thụ lương thực của loài người có tác Cộng toàn cầu.”
Proposed
model “Chúng ta không thể phủ nhận rằng mọi thứ tiêu thụ thực phẩm trên toàn thế giới Cều có hậu quả toàn cầu.”
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6. Conclusions

In this study, we have proposed a sublemma-based Trans-
former model for translation from Russian into Vietnamese.
It is a derivation from the model with source-word decom-
position and models with subword representation. In the
proposed model, a source unit is represented as a combi-
nation of a sublemma, its tag, part-of-speech tag, dependency
label, and morphology label, while a target unit is a subtoken.
Experimental results show that our proposedmodel surpasses
all available models for Russian⟶ Vietnamese translation
task. Human judgment on the translation quality of the
models has validated the comparison in terms of BLEU score.

Standing on the results of this study, we recommend our
sublemma-based Transformer model for translation from a
highly inflectional language, such as Russian, Bulgarian, or
Czech.
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Proposed model “Nhưng hãy quay trở lại các hòn Cảo Erex, chủ Cề của buổi nói chuyện hôm nay.”
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