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1 Extended Results

Geometry Tables 1 and Tables 2 shows respectively the results of Kolmogorov-Smirnov statistical

tests and t-tests on the five local metrics computed using the cosine distance, for each pair of

groups, for the three geometries.
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Itwac Twitter Wikipiedia

Metrics Pairs Test statistic P-val adj Test statistic P-val adj Test statistic P-val adj

DOE

DEM-MCI 0.198 0.0526 0.177 1.1002e-01 0.220 2.3099e-02

DEM-CTR 0.601 4.6765e-07 0.510 4.6160e-05 0.684 3.8300e-09

MCI-CTR 0.559 2.7697e-06 0.418 1.4290e-03 0.629 6.401564e-08

ρw

DEM-MCI 0.186 8.1981e-02 0.254 5.2124e-03 0.219 2.3320e-02

DEM-CTR 0.657 1.9492e-08 0.609 3.1449e-07 0.791 2.9786e-12

MCI-CTR 0.647 2.2213e-08 0.501 4.5219e-05 0.720 2.3783e-10

MaxJ

DEM-MCI 0.110 0.6293 0.067 0.9859 0.197 5.5572e-02

DEM-CTR 0.323 0.0532 0.343 0.0295 0.510 4.6160e-05

MCI-CTR 0.303 0.0617 0.328 0.0304 0.355 1.3224e-02

d

DEM-MCI 0.242 9.047e-03 0.222 2.0896e-02 0.295 6.4264e-04

DEM-CTR 0.793 1.699e-12 0.760 2.6543e-11 0.837 1.0325e-13

MCI-CTR 0.748 1.4918e-12 0.686 1.4214e-10 0.773 1.0325e-13

far

DEM-MCI 0.110 0.6320 0.099 0.7552 0.187 7.9703e-02

DEM-CTR 0.379 0.0060 0.313 0.0712 0.498 5.3973e-05

MCI-CTR 0.385 0.0047 0.298 0.0712 0.500 3.0045e-05

Table 1: Results of Kolmogorov-Smirnov statistical tests for the three semantic spaces,

p-values are adjusted according to Holm–Bonferroni method.
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Hierarchy Figure 1 report boxplots within violin plots of the explorative potential distributions,

both in terms of visited clusters and in terms of words contained in the visited clusters, for the three

categories of subjects in the three geometries. Results of Kolmogorov-Smirnov statistical tests and

t-tests for these indicators, for each pair of groups, are shown in tables 3 and 4 respectively.

Figure 1: Explorative potential. Boxplots within violin plots of the explorative potential distributions,

expressed both in terms of visited clusters and of words cointained in the visited clusters for the three cate-

gories of subjects in the three semantic spaces. This figure has been generated using the publicly available

R software https://www.r-project.org/.
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Network Values of correlation between the steady state distribution (~π) of the three groups in

the three geometry are shown in tables 5 to 7, while values of mean first passage time matrices

(MFPT) correlation are reported in tables 8 to 10. Finally, Frobenius norms of mean first passage

time matrices of the three groups, in the three geometries, are reported in table 11.

2 Choice of teleportation parameter in the PageRank algorithm

In 2007, Griffiths, Steyvers and Firl, in their paper “Google and the Mind - Predicting Fluency With

PageRank” 1 showed that Page Rank algorithm predicts human response in a fluency task. The par-

allelism between the google search engine – and more in general the World Wide Web – and the

mind lies in the ability to retrieve the information which is relevant to a particular query. The order

in which this information is retrieved and thus connected, in the human mind (e.g. concepts), is

similar to the way in which Web pages are connected. Thank to this pair-wise association of con-

cepts in human mind is possible to build semantic networks, which have proven to have properties

similar to those of the World Wide Web. The most relevant of this property is the “scale-free”

degree distribution (Steyvers & Tenenbaum, 2005 2). In their work of 2007, Griffiths, Steyvers and

Firl 1, with a sort of mimic of the google search engine, aimed to discover which words is most

likely to be produced in a fluency task. By comparing Page Rank and other standard predictors

computed on a semantic network, they found out that Page Rank outperforms other metrics in pre-

dicting the words that people produce during a verbal fluency task. For this reason, they claim that

Page Rank of a word could be use in the design or in the model of memory experiments.

Furthermore, taking inspiration from the process of clustering and switching when retrieving

concepts from memory, network scientists provided a new kind of random walk over a graph as a

Markov process – i.e. the switcher random walk – (Goñi et al., 2010) 3 to generalize the exploration

task on a network. In this vein and by following the assumption of a semantic network navigated by
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a random walk (Abbott, Austerweil& Griffiths, 2015 4), we investigated the navigation of concept

by means of its Markov chain representation. The rationale behind this representation is given

by a parallelism between a random walker walking on a spatial network and a random memory

retriever retrieving concepts from a network of concepts, i.e. from a navigation of concepts on

top of a network. As it often happens, here the terms “random walk” and “Markov chain” are

used interchangeably. For each diagnosis and for the healthy controls we have estimated a Markov

chain, i.e. a random walk on a network of concepts, where each states is represented by a cluster

of concepts. The Markov chain is represented by a directed graph encoding the semantic network

where each state represents a cluster of words and the probability to transit from one state to another

is given by a transition matrix. Since we aim at characterizing the exploration of concepts (at this

point at the macroscale), we have to evaluate the dynamic of such an exploration on the Markov

chain, i.e by considering the steady state distribution and the mean first passage time matrix for

each diagnosis. A unique steady-state probability distribution it is guaranteed for any ergodic

Markov chain. In order to guarantee the Markov chain to be ergodic – satisfying the conditions of

irreducibility and aperiodicity – we modify the transition matrix by adding a damping effect given

by the Page Rank algorithm. In formulas, for each category (DEM, MCI, healthy controls) we

compute:

T̂ = αM̂ + (1− α)
1

S
(1)

Where T̂ represents the new (modified) transition matrix, M̂ is the transition matrix estimated

according to the frequency of words pronounced by the subjects belonging to a specific category,

α is the damping effect and S is the total number of states of the Markov chain. Moreover, by

adding the damping effect we intend to model the navigation of concepts considering two main

component that govern the exploration dynamic: a) a word frequency-based component M̂ and b)

a random walk uniformly distributed component (1−α) 1
S

. In this way, the second component acts

as a sort of noise introduced when modelling the exploration of concepts also to avoid possible

overfitting of the model to our data. Relying on the parallelism between google search engine and

6



memory retrieval tasks, among all possible values between 0 and 1 the damping factor is usually

set at 0.85 (Brin and Page, 1998 5, and Mihalcea, Tarau, Figa, 2004 6, in the field of semantic

networks) and this is also the value we arbitrary choose to modify the transition matrix, for each

of the three categories.

Curiously, in 1995, three years before Page Rank paper was published by Brin and Page,

two cognitive and linguistic scientist, Bradley Love and Steven Sloman 7, proposed an algorithm

of centrality equivalent to the Page Rank to measure the features centrality of a given node on a

graph for human concepts (this is pointed out also by Griffiths, Steyvers and Firl, 2007 1). This

last curiosity strengthens the close relationship between the information retrieval processes in the

mind and in the World Wide Web as well as it points out that, not surprising, these two different

fields of study have proposed equivalent strategies to meet the same purposes, independently.

7



Itwac Twitter Wikipiedia

Metrics Pairs Test statistic P-val adj Test statistic P-val adj Test statistic P-val adj

clusters

DEM-MCI 0.116 0.5617 0.147 0.2736 0.207 3.7673e-02

DEM-CTR 0.560 4.0993e-06 0.514 0.000037 0.824 2.747802e-13

MCI-CTR 0.444 5.2066e-04 0.402 0.0026 0.696 1.164886e-09

words

DEM-MCI 0.169 0.1424 0.193 6.4397e-02 0.242 0.009

DEM-CTR 0.537 0.00001 0.525 2.3420e-05 0.770 1.3829e-11

MCI-CTR 0.420 0.0013 0.425 1.1165e-03 0.581 9.1098e-07

Table 3: Results of Kolmogorov-Smirnov statistical tests for the three semantic space,

p-values are adjusted according to Holm–Bonferroni method.
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DEM −MCI DEM − CTR MCI − CTR

Pearson 0.99 0.94 0.95

Spearman 0.88 0.70 0.71

covariance 0.01 0.0086 0.0089

norm 0.04 0.13 0.12

Table 5: Correlation values between the steady state distributions in Itwac semantic

space.

DEM −MCI DEM − CTR MCI − CTR

Pearson 0.97 0.96 0.99

Spearman 0.84 0.57 0.57

covariance 0.02 0.01 0.01

norm 0.13 0.14 0.05

Table 6: Correlation values between the steady state distributions in Twitter semantic

space.
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DEM −MCI DEM − CTR MCI − CTR

Pearson 0.93 0.85 0.86

Spearman 0.64 0.68 0.81

covariance 0.002 0.002 0.002

norm 0.09 0.16 0.15

Table 7: Correlation values between the steady state distributions in Wikipedia semantic

space.

DEM −MCI DEM − CTR MCI − CTR

Pearson 0.99 0.89 0.91

Spearman 0.99 0.94 0.94

covariance 371.78 342.85 455.55

norm 59.92 111.06 89.34

Table 8: Correlation values between the mean first passage time matrices in Itwac se-

mantic space.
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DEM −MCI DEM − CTR MCI − CTR

Pearson 0.98 0.92 0.88

Spearman 0.97 0.90 0.82

covariance 156.96 192.56 193.67

norm 18.45 61.00 63.00

Table 9: Correlation values between the mean first passage time matrices in Twitter se-

mantic space.

DEM −MCI DEM − CTR MCI − CTR

Pearson 0.90 0.63 0.63

Spearman 0.91 0.77 0.80

covariance 2005.85 1639.81 1213.20

norm 643.41 921.02 788.58

Table 10: Correlation values between the mean first passage time matrices in Wikipedia

semantic space.
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CTR MCI DEM

itWac 1480.51 635.05 389.04

Twitter 1085.24 583.08 280.27

Wikipedia 3372.137 2054.467 3066.652

Table 11: Frobenius norm of mean first passage time matrices of the three groups and for

the three geometries.
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